
ANL/EES-TM-151 

REiy^ll TO REFEEEf̂ OE FILE ^^ 
mmm pyBiicMyiiS 

DEPARTMENT o^ 

Proceedings of Contractors' Meeting, 
Technical and Economic Analysis, 

U. S. Department of Energy 
Office of Advanced Conservation Technologies 

April 21-22, 1981 
Chicago, Illinois 

prepared by 

ARGONNE NATIONAL LABORATORY 
Energy and Environmental Systems Division 

for 

U. S. DEPARTMENT OF ENERGY 
under Contract W-31-109-Eng-38 



The facilit ies of Argonne National Laboratory are owned by the United States Government. Under the terms of a contract 
{W-31-109-Eng-38) among the U. S. Department of Energy, Argonne Universities Association and The University of Chicago, the 
University employs the staff and operates the Laboratory in accordance with policies and programs formulated, approved and 
reviewed by the Association. 

MEMBERS OF ARGONNE UNIVERSITIES ASSOCIATION 

The University of Arizona 
Carnegie-Mellon University 
Case Western Reserve University 
The University of Chicago 
University of Cincinnati 
Il l inois Institute of Technology 
University of Ill inois 
Indiana University 
The University of Iowa 
Iowa Slate University 

The University of Kansas 
Kansas State University 
Loyola University of Chicago 
Marquette University 
The University of Michigan 
Michigan State University 
University of Minnesota 
University of Missouri 
Northwestern University 
University of Notre Dame 

The Ohio State University 

Ohio University 
The Pennsylvania State University 
Purdue University 

Saint Louis University 
Southern Ill inois University 
The University of Texas at Austin 
Washington University 
Wayne State University 
The University of Wisconsin-Madison 

NOTICE 

This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the 
United States Government or any agency thereof, nor any of their employees, make any warranty, express or implied, 
or assume any legal l iabi l i ty or responsibility for the accuracy, completeness, or usefulness of any information, 
apparatus, product, or process disclosed, or represent that its use would not infringe privately owned rights. Reference 
herein to any specific commercial product, process, or service by trade name, mark, manufacturer, or otherwise, does 
not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or 
any agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the 
United States Government or any agency thereof. 

This informal report presents preliminary results of ongoing worl< or work that is more l imited in scope and 
depth than that described in formal reports issued by the Energy and Environmental Systems Divis.on. 

Printed in the United States of America. Available f rom National Technical Information Service, 
U. S. Department of Commerce, 5285 Port Royal Road, Springfield, Virginia 22161 



ARGONNE NATIONAL LABORATORY 
9700 South Cass Avenue 

Argonne, Illinois 60439 

ANL/EES-TM-151 

PROCEEDINGS OF CONTRACTORS' MEETING, 
TECHNICAL AND ECONOMIC ANALYSIS, 

U.S. DOE OFFICE OF ADVANCED CONSERVATION TECHNOLOGIES* 

April 21-22, 1981 
Chicago, Illinois 

Hosted by Argonne National Laboratory 

Published August 1981 

prepared for 

U.S. DEPARTMENT OF ENERGY 
Assistant Secretary for Conservation and Renewable Energy 

Office of Energy Systems Research 

*Now the Office of Energy Systems Research. 



NOTICE 

The papers in these proceedings appear as received from 
the Department of Energy contractors who participated in 
the information exchange meeting, with only minor 
editorial corrections. 



CONTENTS 

FOREWORD . . . . 

OPENING SESSION 1 

Advanced Conservation Technologies - Program Summary 3 
John J. Brogan 

Technical and Economic Analysis Subprogram Overview 5 
Veronika A. Rabl 

SESSION I: STORAGE FOR SOLAR APPLICATIONS 7 

Advanced Energy Storage Systems 9 
Demarquis D. Wyatt 

Assessments of Energy Storage for Solar Applications 17 
David J. Edwards and Solomon Rosenzweig 

Thermal Energy Storage Concepts for Active Solar Thermal Process 
Heat and Building Applications 25 

Thomas Kriz and Ari Rabl 
Solar Energy Storage Systems Analysis . . . 35 

R. W. Leigh 
Storage for Wind and Photovoltaic Systems 43 

John Broehl 
Chairman's Summary of Panel Discussion 45 

Kenell G. Touryan 

SESSION II: INFORMATION MANAGEMENT AND R&D EVALUATION 47 

Technology Information System Review .• 49 
Leo R. Spogen, Viktor E. Hampel and John R. Raymond 

Energy Storage Bibliography 61 
Solomon Rosenzweig and Ali B. Cambel 

Assessment of Portfolio Analysis Methods for R&D Program Manage­
ment £Q 

P. Nanda and K. C. Hoffman 
RD&D Evaluation System 81 

R. Giese, P. Jones, C. Maslowski, S. Townsend, G. Schwarz and 
B. Kroetch 

Chairman's Suiranary of Panel Discussion 91 
Dean W. Boyd 

SESSION III: STORAGE FOR LOAD MANAGEMENT 93 

Dispersed Energy Storage Analysis 95 
Tony W. Sigmon 

Assessment of Cool Storage Technologies IO3 
J. G. Asbury, J. M. Calm and R. F. Giese 



Impact of Customer Side Thermal Energy Storage on Electric 
Utility Load Management 115 

Ali B. Cambel 
Energy Storage for U.S. Air Force Ground Power Sites 123 

Douglas M. Allen 
A Hydrogen Energy Cycle for Electric Utility Applications . . . 127 

Mark Kapner and Henry Cole 
Survey of Coiranercial Thermal Storage Installations in the 
United States and Canada 137 

Harold G. Lorsch and Michael A. Baker 

SESSION IV: STORAGE FOR TRANSPORTATION 145 

Application Analysis of Energy Storage Systems for Transporta­
tion 1*7 

Lawrence G. O'Connell and Leo R. Spogen 
Aluminum-Air Battery System Assessment of Technical and Market 
Viability for Electric Vehicle Application 161 

A. J. Salkind, H. Seiger, A. Mundel, L. Cuthbert and 
E. Walker 

Cost-Effective Goals for Battery Research 167 
R. C. Elliott, R. F. McAlevy, P. C. Symons, S. H. Nelson, 
H. N. Seiger and W. J. Walsh 

Chairman's Suiranary of Panel Discussion 177 
Robert F. McAlevy III 

ATTENDEES 181 



• 

FOREWORD 

A Contractors' Information Exchange Meeting for the Technical and Economic 
Analysis (TEA) subprogram of the Office of Advanced Conservation Technologies 
(ACT) , U.S. Department of Energy was held in Chicago on April 21-22, 1981. 
The direct purpose of the meeting was to provide a forum for the discussion 
of progress on projects supported by the TEA subprogram. Specific objectives 
were to: 

• Provide for technical information exchange and peer review 
of activities and research programs of the Technical and 
Economic Analysis subprogram. 

• Develop a common understanding of the TEA subprogram mis­
sion, objectives, and program activities. 

Disseminate new information about the economics, avail­
ability, and technical promise of advanced conservation 
technologies. 

• Provide feedback of information for the advanced conser­
vation technologies R&D program planning and management. 

Opening remarks were delivered by Dr. John J. Roberts, Argonne Associate 
Laboratory Director for Energy and Environmental Technology, who welcomed the 
meeting participants and discussed the importance of storage in the national 
energy economy. John J. Brogan, Director, Office of Energy Systems Research 
(ESR), then presented an overview of the DOE/ESR program. Veronika A. Rabl, 
Program Manager, Technical and Economic Analysis, described the ESR/TEA sub­
program. The progress reports delivered by the contractors are presented in 
this proceedings. 

Special thanks are extended to the chairpersons of the sessions who kept 
the discussions focused and the program running smoothly — Kenell G. Touryan, 
Solar Energy Research Institute; Dean W. Boyd, Decision Focus, Inc.; Robert L'. 
Mauro, Electric Power Research Institute; and Robert F. McAlevy III, Stevens 
Institute of Technology. We would also like to acknowledge the outstanding 
keyriote presentation by Dr. Theodore Eck, Chief Economist, Standard Oil of 
Iridiana. Finally, we thank Eileen Schmitz, Conference and Publication Ser­
vices, and her staff for their help in organizing the conference. 

JoVepiyG. Asbury O Robert B. Swaroop 

* 
Recently renamed Office of Energy Systems Research 
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ADVANCED CONSERVATION TECHNOLOGIES 
PROGRAM SUMMARY 

John J. Brogan 
Office of Energy Systems Research 

U.S. Department of Energy 
Washington, D.C. 20585 

The Office of Advanced Conservation Technologies (ACT) , U.S. Department 
of Energy, is responsible for a broad-based, long-term, high-rise, high-
payoff research program designed to increase fuel-use efficiencies, increase 
the use of renewable but intermittent energy sources to provide continuous 
service, increase effectiveness of baseload electric power generation and 
distribution systems by eliminating or reducing the need for new peaking 
equipment, and increase efficiency and reliability of the national electrical 
system while reducing transmission and distribution losses. The cross-cutting 
research program is being developed to substitute coal, nuclear, and solar 
energy for Energy Storage, Physical and Chemical Energy Storage, Energy Con­
version and Utilization Technologies, and Electric Energy Systems. 

Electrochemical Energy Storage Division 

The Electrochemical Energy Storage Division is responsible for directing 
research programs on cells and modules for battery systems for transportation, 
utility load-leveling, solar, and other technologies. The division also man­
ages programs in electrochemical processes to increase industrial energy ef­
ficiency and in conservation of scarce fossil fuels and other resources. 
Specific responsibilities include determining the feasibility, practicability, 
and ultimate application of electrochemical storage systems technology, pro­
viding program definition and support to promising advanced electrochemical 
concepts, technologies and systems, and developing acceptable electrochemical 
storage systems for all energy-using sectors. 

Physical and Chemical Energy Storage Division 

Work within the Physical and Chemical Energy Storage Division consists of 
applied research, exploratory development, and technology base activities in 
the areas of thermal, chemical, mechanical, underground, and magnetic energy 
storage systems. Emphasis is placed on effecting energy savings or substitu­
tion through the development of systems that store electricity, industrial 
waste heat, and solar energy. The energy storage devices under development 
should find uses in the transportation, building, utility, and industrial 
sectors of the economy. 

''Recently renamed Office of Energy Systems Research. 



Energy Conversion and Utilization Technologies Division 

The Energy Conversion and Utilization Technologies Division is responsible 
for development of an improved technology base for energy conversion and utili­
zation systems and for development of advanced concepts for increased produc­
tivity and fuel-switching capability. The division achieves these goals through 
a program of generic and applied research and exploratory development managed 
through DOE field offices and conducted by universities, private-sector labor­
atories, and government laboratories. The program is planned, conducted and 
evaluated in cooperation with technology-using industries to assure prompt 
dissemination and utilization of advanced design and development techniques 
that constitute the principal outputs from the program. 

Electric Energy Systems Division 

The Program of the Electric Energy Systems Division is designed to help 
ensure that the nation's electric energy system is capable of meeting future 
demands in a reliable manner with the lowest practical energy losses. Toward 
this end, the division supports research to improve the efficiency of the 
electrical energy system and to enhance the efficiency of energy generation, 
transmission, and distribution. The division is charged with developing tech­
nical solutions for high-capacity transmission corridor siting problems and 
analyzing systems losses and equipment to improve the efficiency of the elec­
trical network. 



TECHNICAL AND ECONOMIC ANALYSIS 
SUBPROGRAM OVERVIEW 

Veronika A. Rabl 
Office of Energy Systems Research 
U.S. Department of Energy 

Washington, D.C. 20585 

The mission of the Technical and Economic Analysis (TEA) subprogram of 
the Office of Advanced Conservation Technologies (ACT)*, U.S. Department of 
Energy, is to provide information and decision criteria needed to set and 
continuously evaluate energy storage research and development program objec­
tives. The efforts of the Technical and Economic Analysis subprogram are 
concentrated into three main areas: applications analysis, R&D program 
evaluation, and information management. 

Applications Analysis 

Applications analysis quantifies factors that help determine the R&D re­
quirements of storage technologies as well as the suitability of their appli­
cations. The program identifies customers and needs for energy storage and 
provides information concerning the expected benefits, costs, and performance 
requirements for new technologies. Applications analysis information also 
provides the basis on which to set and evaluate priorities for competing tech­
nologies in specific applications. Impact assessments of energy storage tech­
nologies identify energy and cost savings, environmental, health and safety 
effects, and institutional barriers and incentives. 

Storage applications span the full spectrum of end-use sectors and inter­
face with a number of other technologies, imposing, in general, a diverse set 
of requirements. This diversity is reflected in the projects discussed in 
this meeting. 

R&D Evaluation 

R&D evaluation activities assist in developing criteria necessary to es­
tablish R&D program requirements. Information from the applications analyses 
is used to evaluate competing technologies and research projects, compute the 
corresponding risks, costs, and benefits, and recoiranend Federal R&D resource 
allocations. 

* 
Recently renamed Office of Energy Systems Research. 



Information Management 

The key to effective R&D program decision-making is the development and 
availability of accurate and timely information. To this end, the TEA s 
program is developing technology and bibliographic data bases t̂ " P";^^^^ 
formation transfer to both public and private sectors. Within_this area 
Lawrence Livermore National Laboratory has developed ^ ^^^hly xnterac ^^^_^^ 
self-guided computerized information system known as the Technology 
System (TIS). Current efforts are aimed at refining and updating the existing 
TIS system. 
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ADVANCED ENERGY STORAGE SYSTEMS 

DeMarquis D. Wyatt 
Committee on Advanced Energy Storage Systems 

National Research Council 
2101 Constitution Ave., N.W. 
Washington, D.C. 20418 

ABSTRACT 

The Committee on Advanced Energy Storage Systems of the 
National Research Council has now completed six years of ex­
istence, and is now awaiting a contract extension for another 
three years of activities in support of the Technical and 
Economic Analysis group. During FYs '80 and '81 the Commit­
tee issued two reports :• Hydrogen as a Fuel, and Energy Storage 
for Solar Applications. Two more studies are currently under­
way. One is looking at the technical prospects for storage 
driven vehicles other than those powered with secondary bat­
teries, and their implications for R&D programs. The other is 
studying how analyses can better serve energy storage R&D de­
cision making, with particular emphasis on the interface 
between strategic and budget planning. The Committee is now 
considering future successor studies, but has not as yet made 
final decisions. 

BACKGROUND 

The Committee was organized in 1975 by the National Research Council 
in response to a request from the AEC/ERDA. The Committee was broadly 
charged with (1) developing criteria that should be applied in the selec­
tion of major R&D development or demonstration projects if the project 
results are to have a high probability of commercial use, (2) developing 
criteria that should be applied to determine the categories of R&D to be 
funded by government rather than by industry, and (3) developing broad 
priority considerations in selecting program content. 

During the initial one-year contract period, the Committee organized 
six study panels to look at different areas of storage applications: elec­
tric utilities, residential/commercial, industrial, transportation, solar-
electric, and fusion reactor systems. A report. Criteria for Energy Storaee 
R&D, was issued in the summer of 1976. 
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During the course of the initial contract period, a decision was 
made to extend the life of the Committee for another 2 1/2 years, through 
December 1978, so that several specific storage topics that had emerged 
from the general study could be addressed. Three new study panels were 
organized in this period. 

A Transportation Panel examined the implicit battery development 
schedules that were effectively mandated by the Electric and Hybrid 
Vehicle RD&D Act of 1976 and compared them with characteristic develop­
ment schedules determined from experience. The resultant report, £e-
velopment Schedules for Vehicle Energy Storage Systems, issued in 
September 1977, showed why additional lead time would be required be­
fore advanced electric vehicles could be demonstrated in conformity with 
the purposes of the Act. 

The Transportation Panel continued its studies with an examination 
of the programmatic fit between the advanced battery development plans of 
STOR and the vehicle demonstration plans of TEC for electric vehicles. A 
letter report to the Director, STOR, was issued in December 1978 which 
identified potential gaps between the two program plans in the areas of 
in-vehicle battery testing, the provision of adequate battery production 
facilities, and the achievement of postulated battery cost reductions. 

In the 1977-78 time period two additional study panels were orga­
nized to study topics related to hydrogen production and storage and to 
the storage R&D needs associated with solar energy installations. The 
work of these panels was not completed until FY '80-'81 and will be re­
ported in the next Section. 

In January 1979 the Committee's life was extended for another two 
years, through December 1980. Two additional study topics "^^^/^opted 
and two new study panels were created during this period. Their work is 
described in the Section on Current Activities. 

Another 3-year extension of the Conmittee's life is currently being 
processed. Some of the possible directions of Committee studies are dis­
cussed in the Section on Future Plans. 

RF.PriRTS IN FY '80-'81 

Hydrogen as a Fuel 

There is no single point of responsibility for R&D on hydrogen sys-
.t r. i L nOE In addition to its responsibility for hydrogen 

tems withm the DOE. J-"/'̂ '̂ ;̂ '̂  c^nraee Systems Division has also been 
storage system R&D the -/|^^^ " ^ ^.^f.Ln of hydrogen from non-carbon 
assigned responsibility for R&u P ĵ ^ Committee organized a Hydro-
sources. At the request of the ̂ ^vis ^^.^^^ establishing the pace, timing, 
gen Panel to determine ^"^"ble c^^^ ̂ ^^ p„grams. During the early course 
TATsTAtJalToTs, iLlLel concluded that the criteria for R&D programs 
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in support of hydrogen production, transport, and storage could not be de­
veloped without a concurrent examination of the status and problems of 
potential hydrogen uses. This, therefore, became a major part of the 
study. 

In its report. Hydrogen as a Fuel, issued in November 1979, the panel 
concluded that anticipated growths in hydrogen consumption as a major chem­
ical intermediate, as a reducing gas, and for a variety of special applica­
tions can probably be accommodated by normal market expansions of present 
manufacturing and distribution capabilities, and that new capabilities will 
only be needed if sizeable markets develop for hydrogen as a fuel. The 
study, therefore,examined possible hydrogen fuel market areas in considerable 
depth. In particular, the report examined hydrogen as a heating fuel, as 
an automotive fuel, and as an aircraft fuel. The report also examined the 
status and problems of hydrogen transport and storage systems and of fuel 
cells which may be an integral part of future hydrogen utilization systems. 

It was concluded that while hydrogen has a future potential as a 
heating fuel, natural or synthetic hydrocarbons will remain the preferred 
energy carriers in competition with electricity as long as fossil fuel 
sources are economically available. If it becomes necessary to shift fuel 
dependence away from fossil sources, then hydrogen derived from non-fossil 
(nuclear and solar) energy sources might become competitive to electricity 
generated from the same sources because of more favorable transmission and 
distribution characteristics, end uses which lend themselves to gaseous 
fuels, and probably cheaper storage techniques. 

The potentially largest hydrogen fuel market could come in the auto­
motive field if a market for non-gasoline vehicles is established. Low 
cost, highly efficient hydrogen/air fuel cells, which are theoretically 
achievable, might compete successfully with advanced secondary batteries 
as automobile power sources under such circumstances. 

Future civil transport aircraft may also create a hydrogen fuel 
market. In particular, if the development of a long-range supersonic trans­
port were to be adopted as a national goal, serious consideration should 
be given to the use of hydrogen as the SST fuel. 

The report considers that the cost differentials which presently in­
hibit the use of hydrogen as a fuel will probably continue to exist in the 
foreseeable future. If a fuel market for hydrogen is to be developed, it 
is probable that the hydrogen would have to be derived from either non-
carbon sources or as an end product of a coal/synthetic-fuel chain. Costs 
of either type of hydrogen will be higher than the costs of synthetic hydro­
carbons that are suitable for fuels. As a consequence, it is by no means 
certain that a widespread market for hydrogen as a fuel will materialize 
until it is forced by hydrocarbon limitations. 

In spite of reservations about the timing and rate of impact of hydro­
gen as a fuel, the report concluded that there is a need for a well-conceived 
R&D program to study some of the basic problems that may constrain hydrogen's 
future entrance into the national fuel economy. Specifically, the report 
recommended that: 
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• Basic exploratory research should be pursued on innovative concepts 
related to the production, transmission, distribution, storage, or use of 
hydrogen even if near-term market needs cannot be identified. 

• The federal program should be complete enough to provide a data base 
that will enable sound future evaluations and decisions to be made about 
more costly development and demonstration programs. 

• Such large-scale development and demonstration decisions should be 
deferred until a market need is identified and it is established that the 
private sector will not undertake the necessary effort. 

• Particular research attention should be given to the understanding 
and resolution of potential safety problems associated with the introduction 
of all phases of the hydrogen production-use chain into the energy complex. 

The report suggested that the U.S. R&D program on hydrogen should con­
tinue to recognize the greater potential need for hydrogen fuels in other 
nations and the possibility that other nations may attain a position of 
research leadership. The U.S. program should be in areas clearly appli­
cable to domestic interests, and should not attempt to completely duplicate 
foreign efforts. 

Energy Storage for Solar Applications 

Most forms of solar energy are intermittent in nature and, therefore, 
cannot be relied upon to supply energy at rates which coincide with typical 
energy consumption needs. Among the techniques for achieving the ulti­
mately necessary supply/load match are energy storage systems. In 1978 the 
Committee created a Solar Energy Panel to study the nature of the interface 
between solar installations and energy storage systems in order to determine 
the need, if any, for new or expanded storage R&D programs to ensure that 
the future utilization of solar energy would not be hindered by inadequate 
storage know-how. The panel's findings are contained in a report. Energy 
Storage for Solar Applications, which was issued in January 1981. 

The panel studied three important solar conversion modes: low-
temperature thermal systems (for water heating and space conditioning); 
high-temperature thermal systems (for electricity generation or industrial 
process heat supply); and direct photovoltaic and wind energy systems (for 
electricity generation). Other solar applications in which the use of 
storage is not primarily to improve the match between energy demand and 
solar-derived energy supply were not examined. 

As long as solar energy only supplies a small fraction of the energy 
in an energy system—whether a building, an industrial process, ot a utility-
specific backup measures to correct energy demand/solar-supply mismatches 
are not normally required. As the fraction of energy supplied by the solar 
source is increased, backup delivery systems are increasingly required. The 
main backup system options include fuels consumed on site, electricity sup­
plied from a grid, and storage of the solar energy. The solar energy 
fraction beyond which backup is essential and the choice of backup systems 
are complicated considerations for which readily usable analytic tools and 
data appear to be lacking. 



13 

If energy storage is the preferred backup system, it ca 

• Store solar energy at or near the conversion site 
("dedicated" storage), or 

• Store either solar energy or energy made available 
through an electricity grid ("system" storage). 

These storage systems serve different functions in conjunction with 
solar conversion systems and thus must meet different technical and eco­
nomic requirements. 

• Dedicated storage will be necessary when the solar 
energy is used in stand-alone energy delivery systems. 

• System storage will be appropriate when the solar 
energy supplies appreciable amounts of electric power 
in applications that are integrated with an electricity 
grid. 

[There is a wholly different kind of storage that is important for 
some solar installations. This is internal system storage that is pro­
vided to permit the system to maintain uniform operating conditions in 
the event of either fluctuating solar inputs or fluctuating loads. This 
"buffer" storage is only used as needed to assure solar system operability 
and reliability; it should be treated from a different viewpoint than 
energy backup storage. The buffer storage must be engineered into a spe­
cific solar conversion system and be fully integrated with it. It appears 
that insufficient attention has been paid to the acquisition of the neces­
sary design information.] 

The study concluded that only application-specific system level 
analyses can determine whether solar energy'storage or fuel storage pro­
vides the most appropriate backup, or whether dedicated or system storage 
is preferable. Whether storage systems need to be available at all for 
use with solar installations, what types of storage should be used when 
needed, and at what future time such storage will be needed cannot be 
deduced with confidence solely from technical judgements. Societal and 
institutional preferences will influence the rate of adoption of solar 
systems and the consequent need for storage systems. 

The panel developed a number of specific conclusions and recommenda­
tions on the storage of solar derived energy and the kind of storage R&D 
that is indicated. In the case of low-temperature thermal systems, the 
panel considered costs, materials, availabilities, and site and structural 
limitations to be the major obstacles to the widespread public acceptance 
and use of such solar applications, rather than inadequate storage techno­
logies. The panel felt that the private sector is very capable of de­
veloping and improving the small scale water or rock storage systems needed 
for individual residential or commercial installations, but felt that the 
DOE should expand R&D on community level, seasonal storage system concepts. 
The DOE should also remain alert to any highly innovative new storage con-' 
cepts that might warrant R&D support. 
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In the case of high-temperature thermal solar systems, the panel felt 
that the present DOE programs on utility storage systems are well suited to 
any short term backup needs of thermal-electric systems, and that realistic 
lead times and priorities for the deployment of such systems should be 
analyzed before other storage backup programs are undertaken. The adequacy 
of buffer storage systems for thermal-electric installations does need exam­
ination. Specific requirements for industrial process heat systems need to 
be examined by the DOE to make certain that storage systems will not limit 
important solar installations, and any actual R&D should be closely identi­
fied with specific applications. 

For grid-connected direct mechanical/electric solar systems, it was 
felt that the system level storage now being developed for utilities would 
suffice for any storage needs. Additional research is needed for storage 
with systems to be deployed for stand-alone uses, which may constitute a 
major part of the solar-electric market in developing countries. 

CURRENT ACTIVITIES 

Storage Vehicles 

The several studies on transportation related storage problems re­
peatedly indicated relatively low daily range capabilities for the storage 
systems selected for development and demonstration in the DOE program. 
While recognizing that substantial specialty markets might exist for such 
vehicles, the Committee felt that a much larger market with a much greater 
fuels saving potential might exist in the future for storage vehicles 
having performance characteristics that are more competitive with those 
of conventional passenger automobiles. Accordingly, in late 1979 the 
Committee created a Storage Vehicles Panel to examine the automotive po­
tential of storage systems other than secondary batteries, to compare 
those with the corresponding potential of secondary battery systems, and 
to make appropriate recommendations regarding desirable R&D programs. 

The panel has investigated primary batteries (aluminum/air), fuel 
cells, and flywheels in terms of both their stand-alone and hybrid po­
tentials. In addition, it has reviewed the status and problems of the 
principal secondary batteries under DOE development. A first draft of 
the panelists' reactions to the material that they have covered is now 
being prepared. It is hoped that a final draft can be ready for review 
this summer. 

Study Standards 

In its earlier studies, the Committee and its Panels identified the 
complexities of properly analyzing storage concepts in the context of total 
energy systems and in making the proper comparisons among storage concepts 
and between storage and alternate load management techniques. As a con­
sequence, the Committee organized a Study Standards Panel in the fall of 
1979 to Consider possible reconnnendations on guidelines for analyses in 
support of energy storage R&D decision making. 
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Early in its deliberations, this Panel concluded that there was a 
probable need for a strong tie between long-range strategic planning and 
short-range program planning. A two-day workshop was held at the NAS 
Woods Hole Study Center in July 1980 for a discussion of the strategic 
planning approaches used by non-governmental establishments engaged in 
major R&D (G.E., DuPont, EPRI, and GRI) and the applicability of their 
approaches to planning in the DOE. A first draft of a report on the 
Panel's findings is in preparation. 

FUTURE PLANS 

The Committee is currently awaiting the formal extension of its 
contract with the DOE. Pending that extension, there can be no substan­
tive activities that would involve Committee travel or the accrual of 
other major support expenses. This, coupled with the program uncer­
tainties introduced by the revised '81-'82 budget plans of the new ad-
ministpation, has prevented the Committee from adopting a specific study 
plan to succeed the two on-going activities. 

The currently most likely study would involve the identification of 
the basic research needs of the various storage technology areas and the 
interface of such work with on-going or planned undirected research in the 
DOE. The Storage Vehicles Panel has tentatively identified such needs in 
the battery area; it is presently uncertain whether there are similar needs 
in other storage areas. 

The Committee is also considering the needs, if any, for a study of 
the impact of changing technical and economic conditions on the long-term 
storage needs of the electric utility industry, and the effects on storage 
R&D requirements. 
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ASSESSMENTS OF ENERGY STORAGE FOR SOLAR APPLICATIONS 

Dr. David J. Edwards 

Solomon Rosenzweig 

The Aerospace Corporation 
20030 Century Boulevard 

Germantown, Maryland 20767 

ABSTRACT 

An overview of the first three phases of the Solar 
Applications Analysis for Energy Storage study performed for 
the Office of Advanced Conservation Technologies of the 
Department of Energy is presented. Phase 1 surveyed solar 
energy applications, Phase 2 developed a uniform methodology 
for assessments, and Phase 3 sumnjarized prior applicable 
•storage assessments. Three referenced reports thoroughly cover 
each of the phases and are available from the authors. 

INTRODUCTION 

The Aerospace Corporation is coordinating a multilaboratory study for the 
Office of Advanced Conservation Technologies, the objective of which is to 
assess the technical and economic viability of energy storage in near-term solar 
energy applications. Near-term applications are those having the potential for 
significant market penetration by the year 2000. The results of the study wil l 
assist the Department of Energy, Office of Advanced Conservation Technologies, 
in formulating its research programs to meet national needs. The study is being 
accomplished in five phases: 

Phase I : A survey of solar energy applications to determine potential roles 
for energy storage systems and to select application areas for 
emphasis. 
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Phase 2: The development of a uniform methodology for assessments to 
ensure a valid basis for comparing energy storage systems for a 
particular application. 

Phase 3: The preparation of a summary of prior storage assessments 
applicable to the energy storage applications defined in Phase 1. 

Phase i*: The evaluation of existing assessments, summarized in Phase 3 , 
and the conduct of additional assessments as required, based on 
the results of Phase 3 (to be accomplished by the Department of 
Energy national laboratories and the Solar Energy Research 
Institute) . 

Phase 5: The preparation of recommendations for future solar energy 
storage research based on the results of the assessments 
conducted in Phase 4. 

This paper discusses the results of the first three phases of the study. The 
status of the fourth phase will be discussed in succeeding papers. The fifth 
phase is scheduled for completion in the 3une/3uly 1981 t ime period. 

SELECTED APPLICATIONS 

The survey of solar energy applications to determine potential roles for 
associated energy storage systems resulted in the selection of five applications as 
candidates for assessment. The five applications originally* selected and the 
organizations performing the analysis are as follows: 

Agricultural and industrial process heat - - active solar thermal energy 
source - Solar Energy Research Institute 

Residential and commercial space heating/cooling and hot water — 
active solar thermal energy source - Solar Energy Research Institute 

Electricity for central/community applications — wind energy source -
Sandia National Laboratories/Albuquerque 

Electricity for central/community applications — photovoltaic energy 
source - Sandia National Laboratories/Albuquerque 

Residential , commerical , and light industry space heating and 
cooling - passive solar thermal energy source - Brookhaven National 
Laboratory 

The two central/community applications were dropped because previous 
assessr^ents had shown that storage dedicated to the energy source was not 
?he best way to proceed. These were replaced by electricity for building 
services, whose energy source is wind or photovoltaics. 
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The selection process was accomplished in three steps: (1) matrix evalua­
t ion, (2) review by the Office of Advanced Conservation Technologies, and 
(3) comparison with the Domestic Policy Review of Solar Energy. The first step 
involved the development of a set of matrices of potential solar energy applica­
tions/energy storage technologies. These matrices were developed to screen all 
possible combinations of solar and storage technologies with the intent of iden­
tifying those combinations that could possibly satisfy near-term national energy 
goals. This implies either state-of-the-art technology or technology that could 
be developed by 1985. The applications were then evaluated according to their 
potential for meeting the goals, which resulted in 26 solar/storage applications 
with significant potential. 

The second step consisted of obtaining the opinions of the Office of 
Advanced Conservation Technologies technical staff regarding which solar applica­
tions would require further analysis from a storage point of view. Eight of these 
26 applications were judged by the staff to have significant potential. 

The third step was a review of the Domestic Policy Review of Solar Energy 
and its interpretation as provided in the Draft DOE Policy, Programming and 
Fiscal Guidance, FY 1982-1986, January 30, 1980. In comparing the Domestic 
Policy Review high-potential solar applications with the staff recommendations, 
six applications were seen to be common to both. From these, four applications 
were chosen for further analysis in FY 1981. Solar thermal energy for space 
heating of buildings was divided into passive and active systems, which brought 
the number of applications for study in FY 1981 to f ive, as defined previously. 
The details of the Phase 1 study are presented in "Selection Rationale for High-
Value Solar/Energy Storage Applications."! 

UNIFORM ASSESSMENT METHODOLOGY 

The objective of Phase 2 was to develop a uniform methodology to ensure 
that the assessments done in Phase 4 are completed on a common basis. This 
has been accomplished by delineating both the governing assumptions and the 
figures of merit to be used in the assessments. The major governing assumptions 
include the specification of the regional data; the energy forecast scenarios; and 
the standards for cost estimating, including economic and financial calibration 
values. The details of this methodology are presented in "Uni form Assessment 
Methodology for Energy Storage Applications."^ 

System Methodology 

The overall system methodology f low, as indicated in Figure 1, basically 
optimizes a system first without, then wi th, energy storage. The assessment is 
initiated with the selection of the solar application and the identification of the 
candidate energy conversion technologies and the associated storage systems to be 
considered for that application. The analysis is performed for one or more of 
several different energy and economic scenarios and one or more Typical Meteor­
ological Year cities. 

The energy and economic scenario chosen provides input values for a range 
of energy and economic parameters. The choice of a particular scenario implies 
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acceptance of the driving assumptions of that scenario. Specifically, the use of 
a high world oil price (the high scenario) carries with it assumptions concerning 
the prices of alternative fuels, the availability of alternative fuels, and the 
projected level of economic activity over the next 15 years. Included in the 
scenarios are projections for the price of electricity, gas, and other fuels used 
to generate electricity and assumptions about the particular time-of-day pricing 
structure, the prevailing discount rate, the financial structure for a homeowner 
application, the prevailing property tax rate, the income tax rate, ^ ^ . ^ 8 ^ 
values, and other nonregional components of the analysis. A number of highly 
regionalized values are also selected, including regional fuel prices; system-
specific cost values, such as capital cost per kilowatt; operation and maintenance 
costs; and other elements that would be used in defining the stream of life-cycle 
costs. All of the aforementioned parameters are used to estimate the benefits 
and costs of the application on a with- and a without-storage basis for both 
stand-alone and grid-connected applications. The various markets that might 
conceivably install the device (homeowners, regulated utilities, unregulated 
industry, or government) all have different figures of merit by which they would 
assess the value of including storage capacity in the application. 

Scenario Data 

City/Region Data 

O 
APPLICATION 

REQUIREMENTS 

© 
SOLAR, WIND, 

WEATHER DATA 

® 
^ ^ STORAGE 
f T " REQUIREMENTS 

© COLLECTOR/ 
CONVERSION/ 

TRANSFER 
REQUIREMENTS 

! © 
Economic Formulas 

and Data ' 

ECONOMIC 
MODEL 

© 

© 
DEMAND 
LOADS 

SYSTEM 
PERFORMANCE 

MODEL 

Energy Demand Input 

I Energy Supply and Economic Input 

© u : SYSTEM 
OPTIMIZATION 

I ® 
I Repeat (or Each Storage Option _ ^ 

COMPUTE 
FIGURE OF MERIT 

AND VALUE OF 
STORAGE 

® REPORT 
RESULTS 

Repeat for Eacfi City/Reglo 

Repeat fof Each Scenario 

• (^ END J 

Figure 1. System Flow 
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Standardization of Regional Data 

The selection of standardized solar, wind, and weather data is based on the 
examination of three candidate data bases: the Test Reference Year the 
Westinghouse-SOLMET year , and the Typical Meteorological Year. Each of ' these 
data bases was examined in some detai l , resulting in the selection of the Typical 
Meteorological Year data for use in this study. It not only considers radiation, 
but also wind, t empera ture , and humidity. 

Energy Forecast Scenarios 

The Energy Information Administration, a component of the Department of 
Energy, is responsible for processing and publishing data on energy reserves, 
production, demand, consumption, and the financial status of energy-producing 
companies. Both the Federal Energy Administration Act of 197'f and the Energy 
Conservation and Production Act of 1975 require that the Administration prepare 
an annual forecast of energy production and consumption in the shor t - , mid- , 
and long-term periods. These forecasts are published as part of the Administra­
tion's annual report to Congress. The Administration energy projections should be 
incorporated in assessments of the value of solar energy storage because (1) they 
are the official Department of Energy projections, (2) they include a broad 
range of scenarios that are broadly accepted, and (3) the energy equilibrium 
model used is multiregional. 

Economic and Financial Calibration Values 

The economic and financial calibration values are generally given as ranges 
of parameters , including one calibration value that will be used in future assess­
ments to calibrate results from assessment to assessment. These values and 
ranges are presented in Section 5 of the methodology report.2 

Figures of Merit , 

A single standard measure of system performance is required as a guide to 
the optimization of the system design. Many technical measures of performance 
are available; however, their optimization cri teria are usually mutually exclu­
sive. Therefore, an economic figure of merit is used as the objective function 
for optimization in this analysis. The economic figure is a measure of the 
relative value of the system from the perspective of the potential purchaser. It 
includes an implicit weighting of the technical performance criteria as they 
affect the value. 

The energy systems are evaluated from the perspective of four application 
sectors: 

• Homeowners 
• Commercial and industrial firms 
• Privately owned, regulated utility firms 
• Government 

The system optimization is based on a single figure of merit . Further 
analysis of the system, however, may require other figures of merit representing 
particular aspects of the system in each application. This is analogous to the 
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situation that will be faced by the manufacturers of these systems. They will 
have to standardize the systems according to some general market guidelines in 
order to realize the economies of large-scale production. Having done t h a t , they 
may promote the systems in different market segments according to the features 
that are most desirable to those segments. 

The figures of merit developed in this analysis differ among the application 
sectors . These figures include those most commonly used in energy system 
studies, but the list is not exhaustive. Some studies may develop additional 
figures of mer i t , although the figures described in this analysis should be 
common to all future studies to ensure comparability of the results. The first 
named figure of merit was used in the optimization procedure, and the remaining 
were calculated based on that optimized system. 

Application Sector 

Homeowners 

Industry 

Utilities 

Figures of Merit 

Net Present Value 
Benefit/Cost Ratio 
Initial Cash Outlay 
Payback Period 

Net Present Value 
Benefit/Cost Ratio 
Internal Rate of Return 
Payback Period 

Net Present Value 
Benefit/Cost Ratio 

Government Net National Economic 
Benefit 

The following is a typical calculation of a figure of merit equation for 

homeowner life cycle cost. 

VARIABLE 

ITCpv - SVpv + RCpv + LPpv + FPPV - ESpv + OMpv ••- PTpy 

DESCRIPTION 

LOG 

DP 

ITCpv 

SVpv 

RCpv 

LPpv 

FPpv 

ESpv 

OMpv 

PTpv 

Lile Cycle Cost 

Down Payment 

Present Value ol the Initial Energy InveslnnenI Tax Credit 

Present Value ol the Expected Salvage Value 

Present Value ol Future Component Replacement Costs 

Present Value ol Loan Payments 

Present Value of Fuel and Electricity Purchases 

Present Value ol Electricity Sold Back to Utility 

Present Value ol Operations and Maintenance Expenses 

Present Value ol Property Taxes 
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This analysis does not treat the Federal Government as a separate applica­
tion sector for which solar energy or storage systems will be simulated and 
optimized. Rather, the Government assesses these systems from a national 
resource use perspective by examining the simulated actions of the private 
decisionmakers in the other sectors. For this purpose, a net national economic 
benefit (NNEB) equation is specified. This equation is not used for system 
optimization, but is an alternative figure of merit. NNEB summarizes the 
economic benefit and cost of the energy systems as they affect the Nation as a 
whole, without regard to which individuals the benefit and cost accrue NNEB 
differs from the figures of merit for the other sectors in several aspects, as 
follows: ^ ' 

• NNEB excludes taxes, subsidies, and other intranational transfer 
payments. 

• For NNEB, the discounting of future benefits and costs occurs at the 
social rate of discount rather than the private cost of capital. 

• For NNEB, all costs are measured at the marginal resource cost to 
the Nation rather than at the prices faced by the application sectors. 

SURVEY OF PRIOR ASSESSMENTS 

Twenty-eight prior solar energy storage assessments applicable to the 
current study were identified by surveying the personnel of the Department of 
Energy national laboratories and the Solar Energy Research Institute. Each of the 
laboratories was asked for valid, accepted reports on energy storage requirements 
and capabilities for solar energy systems. Ten reports related to the five 
selected applications designated in the Phase 1 report are reviewed and sum­
marized in "Survey of Energy Storage Assessments for Solar Applications."^ It 
was not the objective of Phase 3 to determine the value of these assessment 
reports to the study, but to provide a basis for the national laboratories and the 
Solar Energy Research Institute to determine the validity of the assessments 
when compared to the uniform set of criteria and assessment methodology 
developed in Phase 2. 

To standardize the presentation of technical and economic data, a common 
set of parameters was developed, against which each assessment was compared. 
First, the objectives, assumptions, methodology, and conclusions of each 
assessment were summarized. 

Next, the energy storage system performance and technical characteristics 
included in each of the assessments were reviewed to determine the degree to 
which the following parameters were addressed: 

Energy storage capacity Thermal storage 
(capacity rating) (MWh) Specific heat (Btu/lb OF) 

Power rating (MW) Latent heat (Btu/lb) 
Duty cycle (cycles/yr) Reliability 
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Charge/discharge t ime Maintainability 
Charge (hr) Safety 
Discharge (hr) Environmental effects 

Storage efficiency (%) Material scarcity 
Lifetime (yr) Institutional factors 
Temperature range (°C) Geographic locales 
Energy density Solar fraction 

Finally, the assessments were reviewed with respect to eight major cost 
and economic parameters: 

Fuel price Energy storage system costs 
Borrowing costs General economic factors 
Taxes Cost goals 
Solar system costs Figure of merit 

These lists were developed from data used in various assessments and 
include those parameters described in the methodology report.2 These factors, 
as appropriate or available, were identified for each assessment that was 
reviewed and are listed in the summary reviews presented in the survey report.^ 
The reviews determined that the various assessments did not use a common set 
of parameters . Also, for a given solar energy application, the methodology of 
evaluation used was different, due to the several methodologies available. This 
is not a criticism of the repor ts , for each report had a different goal. It is 
hoped that some of the data presented in these reports will be useful for 
Phase k- however, because no common data base or methodology was used, a 
comparison of the assessments was impossible at that t ime. Phase if will apply a 
common data base and methodology within a solar energy application so that a 
valid comparison of storage technologies can be made. 

Another point to be noted is that not all applicable energy storage tech­
nologies were considered for a given solar energy technology. Phase <f will 
S i n e and optimize the various storage technologies considered most applicable 
(in Phase 1) to the solar energy application. 

A final Doint resulting from this review was that regional considerations in 
the assessment's did not overlap to any great extent . Phase . will use a common 
set of regions with a common set of input data. 
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ABSTRACT 

The Solar Energy Research Institute (SERI) is assessing the 
potential of storage to enhance the capability of solar en­
ergy technologies. SERI is addressing the employment of 
thermal energy storage for use with active solar thermal sys­
tems to (1) produce agricultural and industrial process heat 
and (2) provide heating, cooling, and hot water for commer­
cial and residential buildings. We will critique prior as-
sessinents in these applications to identify those areas where 
original research is needed to comple'te the analysis. We 
will compare the storage options on a standard life-cycle 
costing basis to determine the most promising concepts. This 
paper outlines our general approach and recounts the major 
thrusts of work in the two application areas. We will in­
clude a brief introduction to a simplified modeling procedure 
with and without storage. From the result of the work, we 
will recommend R&D priorities for the Office of Advanced Con­
servation Technology (OACT) at the Department of Energy. 

INTRODUCTION 

This task IS part of a multi-lab project funded by OACT and coordinated 
by the Aerospace Corporation. Sandia National Laboratories/Albuquerque 
Brookhaven National Laboratory, and SERI are each scrutinizing a class of 
storage type for a specific solar technology/application combination. A sep­
arate paper presented by Aerospace in these proceedings (Edwards & Rosen­
zweig) reviews this project. Five areas were originally chosen for FY 1981 
examination: (1) electricity for central/community applications—wind energy 
source; (2) same application, photovoltaics energy source; (3) residential 
commercial, and light industry space heating and cooling—passive solar ther-
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mal energy source; (4) agricultural and industrial process heat (AIPH)—ac­
tive solar thermal energy source; and (5) residential and commercial space 
heating/cooling and hot water—active solar thermal energy source. These 
last two applications closely track work previously done or underway at SERI 
and consequently were assigned to SERI. To support the AIPH work, two ongo­
ing studies provide critical design and cost data. Thornton, et al., are 
comparatively evaluating solar thermal systems for providing industrial pro­
cess heat (IPH). McKenzie^ is examining thermal energy storage (TES) con­
cepts for high-temperature process heat. Copeland and Larson'* have previous­
ly reviewed TES subsystems for solar thermal systems. On the buildings front, 
Baylin^ surveyed low-temperature TES uses. Swet and Baylin^ postulated unre­
solved TES issues for building, heating and cooling. 

The purpose of this task is to draw on this previous work and the large 
body of previous assessments to evaluate TES concepts on a life-cycle cost 
basis. Because prior work does not cover all of the many options of storage 
concept, solar thermal technology, load profile, location, temperature re­
quirements, etc., SERI will identify such gaps and fill in as many of these 
as resources allow. The remainder of this paper examines (1) the approach 
used in the task, (2) the critical evaluation of prior assessments in the 
buildings study, and (3) the process heat applications work, concentrating on 
a simplified performance model for a solar system with storage. 

GENERAL APPROACH 

The problem confronting us is the awesome number of possibly interesting 
combinations that we could examine. To reduce this number while not eliminat­
ing good storage candidates, first we assembled a nearly exhaustive menu of 
the feasible storage concepts and their uses. The next section contains a 
schematic of this menu for the buildings applications. Then we scanned infor­
mation from prior assessments to prioritize the set of options. We developed 
a simple three priority scheme: (1) highest priority options—must be evalu 
ated- (2) mid priority—assess if resources allow; and (3) low priority—op 
tions generally inferior to the first two priorities. We will document this 
third category with the reasons for classifying each option. If time permits, 
we will examine these options but only after the options for priorities. We 
will also use value analysis to weed out undesirable storage options and de­
termine the value that a storage subsystem or solar technology has to the pur 
chaser of the system. Bob Copeland^ and Mike Karpuk« are performing value a-
nalysis of storage options at SERI. The solar thermal cost goals committee 
is examining the value of solar thermal systems (Edelstem). ̂  All of these 
studies are being monitored to help reduce the number of feasible options. 

The reason for reviewing previous work is, of course, to take advantage 
of what has been done. The difficulty lies with the diverse and often incom­
patible assumptions and figures of merit used to evaluate storage systems. 
Where possible, we will use life-cycle costing with standard economic assump­
tions to normalize previous results. By using as much prior data as possible, 
qpRT analysts will fill the remaining gaps. If only a few assessments were 
needed detailed hour-by-hour simulations would be appropriate. Since the 
number of options is extremely large and uncertainty analysis is essential, we 
are seeking a simpler performance model. We are adopting one from previous 
work by A Rabl'" for use in process heat applications. We will discuss this 
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model later in the paper. Once performance and cost data are assembled we 
will evaluate them through life-cycle costing. Then we will identify the most 
promising systems as those with lowest life-cycle costs for particular appli-

llaTcT ^r ^"f ̂ " 'o?r '^f ̂"^ "̂"̂  ''̂ ° "̂ '̂̂ "- Finally, we will recommend to OACT these future R&D needs. 

In the next section we will detail our previous assessment evaluation and 
prioritization scheme as it has progressed in the buildings applications. 
The second section is a brief introduction to the simplified solar performance 
model to be used in evaluating process heat applications. 

RESIDENTIAL/COMMERCIAL EVALUATIONS AND PRIORITIES 

For heating, cooling, and domestic hot water applications for buildings, 
the number of storage options and scenarios to be considered is much greater 
than for solar process heat. Storage for solar process heat is region-sensi­
tive only on the source side, but for solar space conditioning it is also sen­
sitive to regional differences in load profiles. Solar process heat systems 
always use (or have available) oil or gas backup, while we may predicate stor­
age concepts for space conditioning on unity-free energy fraction (no backup) 
or on the additional options of electric heat pumps or resistance heat backup. 
Space cooling systems sometimes store coolness instead of (or in addition to) 
heat, and the storage element is often designed for both heating and cooling 
service. Thus, the ways in which solar space conditioning storage can inter­
act with sources and loads are much more numerous. 

Figure 1 presents a condensed matrix of the major use and storage concept 
categories that have been considered in previous assessments and selected for 
examination in this study. The possible combinations implicit in this matrix 
are numbered in thousands, even when one only considers a few building types 
in several regions of the United States and materials and configurations for 
which performance and cost are fairly well characterized. Combinations that 
appear reasonable and competitive still number many hundreds and cannot readi­
ly be indicated on a two-dimensional matrix. As suggested by the matrix sub-
divisional lines, there are multiple options within each major category and 
multiple pairs of options in any pair of major use categories. 

Table 1 is a detailed breakdown of the column headings in Figure 1 list­
ing many of the elements from which we can construct scenarios for storage 
technology assessment. Clearly the number of situations in which a given 
storage technology might be assessed is much greater than the total number of 
Items in these lists, even after we eliminate implausible combinations such 
as heatmg-only load in Miami. To help select a more manageable assortment of 
options, we compared the "popularity" of these elements in previous assess­
ments. We found that nearly all of the elements had been addressed in at 
least one of the storage-related system simulation studies. Note that the 
priority assignments do not necessarily reflect judgments of merit (e g ab­
sorption chillers are not judged better than Rankine chillers). 

We should explain further the study priority assignments in Table 1 
Heating-only loads did not share highest priority mainly because most real so­
lar space heating systems also heat domestic water, and DHW was omitted from 
previous simulations, in most cases, because of analytical or computational 
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CANDIDATE 

STORAGE 

CONCEPT 

SENSIBLE HEAT 

Many configurations 

and media 

LATENT HEAT 

Many configurations 

and media 

THERMOCHEMICAL 

Many configurations 

and media 

WHERE AND HOW USED 

BUILDING 

TYPE 

LOAD 

-

CITY ENERGY 

SOURCE 

-

SYSTEM 

USE 

Figure 1. Condensed Matrix of Major Storage 

Options for Solar Heating, Cooling, 

and DHW 

Building Type 
• Single family (25) 
• Mulcifamily or cominunlty (10) 

Office or other coitimerclal (4) 

Load 
Heating only 

• Heating and DHW 
Heating and cooling 
Cooling only 
Cooling and DHW 

• Heating cooling and DHW 

System Use 
• Absorption chiller 

• Hot side 
• Cold side 
Ranking chiller 
Hot side 
Cold side 

Solar assisted heat pump 
Evaporator side 
Condensor side 

Solar preheat 

(7) 
(12) 
(1) 
(6) 
(0) 
(7) 

(5) 
(5) 
(3) 
(2) 
(2) 
(1) 

(0) 

• Albuquerque, NM 
Boston, MA 
Fort Worth, TX 

• Madison, WI 
Miami, FL 
Phoenix, AZ 

• Washington, DC 

Energy Source 
Air co l l ec to r 

• Liquid collector 

• Flat plate 
• Evacuated cube 

Compound parabolic 
Parabolic trough 

• Solar pond 
Winter chill 
Ambient air 

• Groundwater 
Earth 

• Auxiliary 
• No aux i l i a ry 

Dominant Load 
~c UT) 

H (9) 
C (3) 
H (10) 
C (1) 
C (4) 
H&C (6) 

(5) 
(35) 

(23) 
(9) 
(1) 
(3) 

(2) 
(2)* 
(D* 
(0)* 
(22) 
(17) 

*Not counted 

"Counted only for thermochemical heat pumps 

Table 1. Applications of Storage for Active Solar Heating, Cooling 

and DHW . • i .. • 
(Numbers in parentheses denote prior system simulations; 
bullets, highest study priority.) 
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simplification. Similar arguments justify the lower priority for cooling on­
ly systems. There is much less current development work on Rankine chillers 
than on absorption systems, largely because of the anticipated unavailability 
ot small high-performance expanders in the near term; therefore, the payoff 
for storage technology development dedicated to this kind of device appears 
less certain. Although others have paid much attention to storage for solar-
assisted heat pumps, DOE's recent de-emphasis on that class of devices discour­
aged any cotnpilation of pertinent prior simulations and reduced the study pri­
ority Solar preheat, which involves the use of inexpensive low-temperatu 

collectors and the nearly continuous boosting of their output and of storag 
output by an auxiliary heater, may show considerable promise in some climates 
and permit the use of inexpensive phase change materials such as glaubers 
sait. ° 

We selected Albuquerque, Madison, and Washington because we needed to 
study cooling-dominated, heating-dominated, and relatively balanced load pro­
files, and we realized that time and budgetary constraints would probably lim­
it the number to about three. Also, relatively few active systems have been 
or are being built with air heating collectors, and the kind of storage sys­
tems used with them (primarily rockbeds) appear to require relatively little 
technological improvement. There have been many previous assessments for so­
lar ponds, although no one has yet assembled and characterized the documents. 
Of the three source/sinks for thermochemical heat pumping, we selected only 
groundwater despite the obvious fact that it is less universally available 
than ambient air. 

It can, however, be more accurately and inexpensively simulated Also 
It almost certainly would exploit most fully the potential performance advan­
tages of thermochemical heat pump/storage concepts. If the competitive posi­
tion of such devices is found to be poor in this most favorable and accurate­
ly modeled situation, there will be little incentive to assess them in other 
scenarios. 

Tables 2 through 4 present detailed breakdowns of the storage concept 
categories shown in Figure 1. Note that the lists in each table represent 
one or more matrices, so that the number of options in each category (sensible 
heat, latent heat, and thermochemical) is much greater than the total number 
of listed items. 

The sensible heat options in Table 2 are, with one exception, generic in 
that they are not linked with a specific developer or patent and may vary con­
siderably in detail. The exception is SOLARIS: a proprietary concept involv­
ing a steel water tank within a rockbed. For latent heat storage, the config­
urations are associated with specific investigators or manufacturers, as list­
ed m Table 3. Each has unique features, and most are designed to use speci­
fic phase change materials, but some may be adaptable to other materials with 
different melting temperatures and applications. In Table 4 one can identify 
the thermochemical storage options by the combinations of absorber and working 
fluid and by their cyclic or continuous mode of operation. Also, one may i-
dentify a few of these options by association with the listed developers or 
manufacturers. 

As in Table 1, the bullets in Tables 2 through 4 denote highest study 
priority, but with an important distinction. The bullets in Table 1 identify 
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Configuration 

• Tank (see list) 
Cavern 

Natural 
Excavated 

• Covered pit 
Partitioned lake 

• Natural 
• Artificial 

• Salt gradient 
Other 

Rock bed 
SOLARIS 
Earth 

Prepared 
Undisturbed 

Storage 

• 
• 
• 

• 
• 

Water 
Brine 
Water* 
Oil 
Rock 
Sand 
Earth 

Medium 

'glycol 

• 
• 
• 
• 
• 

• 
• 
• 
• 
' • 

Tank 

Atmospheric 
Pressurized 
Single 
Multiple 
Indoor 
Outdoor 
Buried 
Steel 
Concrete 
Wood 
Membrane-lined 

Table 2. Sensible Heat Storage Concepts 
(Bullets denote highest study priority) 

Configuration Phase Change Material and M.P. (°F) 

Bulk 
• Indirect heat exchange 

AiNL ( ice , heat pipe) 
U. Minn, ( ice , pumped brine) 

• Calmac (p las t ic tubes) 
TESI (alundnum tubes) 

Direct heat exchange 
Princeton (ice, fan) 

• Solarmatic (immiscible fluid) 
ITI (immiscible fluid) 

Packaged 
• lEC (chubs) 

Valmont (plastic trays) 
Boardman (metal tubes) 

Pelletlzed 
• Pennualt (coated) 

U. Dayton (form stable) 
• SERI (solid/solid) 

Ice (32) 
Paraffin {A5 to 120) 
Glaubers sa l t (45 to 89) 
Neopentyl glycol (109) 
Sodium thlosulfate pentahydrate (118 
Sodium acetate trihydrate (136) 
Magnesium nitrate hexahydrate (192) 
Magnesium chloride hexahydrate (240) 
Crossllnked HDPE (266) 

Table 3. Latent Heat Storage Concepts 
(Bullets denote highest study priority) 

J. ̂  1 • „,f,„f â oT-acp uses or situations, from which we can 
the most immediately important storage uses ut ='-^ ' 
cue rausu i-i.u.c j i- 4„„„,.fant scenarios for technology assessment, 
assemble the most ^^^'^^f f ^/"P"^""^/,^^^' or portions of technical con-
Those in Tables 2 through ^'fjll^'l/^llZTsiZ and/or most readily evaluated 
cepts that are tentatively ludged^H°5£-£ggj^^^^ characterized technicallyT 
among storage concepts that ^ ^ ^ ^ J - ^J^^^^ the more speculative com-
if not economically. They offer few clues reg J ^^^^^ .̂  ̂ ^^ ̂ .^^^^ 
binations of technical features and "^^"^^J^^.^,, I, .^e technical con-
known about these combinations, but they may yi 
cepts most deserving of DOE sponsorship. 



Absorber 

Solid 
• Calcium chloride 

Magnesium chloride 
Sodium sulfide 

• Metal hydrides 
• Zeolite (adsorber) 
Suspended solid 

Metal chlorides/decane 
• Metal chlorides/N-heptanol 
Liquid 

Water 
• Sulfuric acid 

Sodium hydroxide 
Ammonium nitrate .3NH'̂  
Sodium thlocyanate 
Lithium bromide 
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Working Fluid 

• Water 
• Methanol 
• Ammonia 

Ammines 
• Hydrogen 

Operation 

Cyclic 
Continuous 

Developer or 
Manufacturer 
Chem. Energy Specialists 
E. I. C. Corp. 
Martin Marietta 
Rocket Research Co. 
SoCal Edison 
Tepldus AB 
E. I. R. (Switzerland) 
Rutherford Lab (UK) 

Table 4. Thermochemical Storage Concepts 
(Bullets denote highest study priority) 

At present it appears that the problem of s 
setting may be moot, due to possible redirection 
effort. Because of current manpower limits and 
may limit the remaining work to completing and d 
tion of prior assessments and simulations, and t 
pects of those studies to comply with the Aerosp 
ology. We will then base recommendations for fu 
dardization of the previous studies. Work in th 
be affected. The next section discusses some of 

cenario selection and priority 
of this portion of the SERI 
resulting budgetary action, we 
ocumenting the characteriza-
:o modifying the economic as-
iace Uniform Assessment Method-
rther R&D work on this stan-
e process heat area will not 
the work ongoing in that area. 

AIPH PERFORMANCE MOBELING 

a.e .!^^^^"^'^^ '^^ ̂ ^"^"^ approach described previously to evaluate stor-

ootions . f 1 r°'""t ^"'""' "''' "" ''--l°Ping a prioritized matrix of 
options as explained in the last section on buildings' applications. However 
nHfTeH ^^Snificant aspect of the work currently underway deals with the sim­
plified model we are developing for evaluating the performance of solar ther­
mal systems including storage. 

™n^ 1^^ l"f^ "™^^" °^ '^''^"' '=° ''̂  evaluated for this study require quick 
modeling tools. Those we employ yield the yearly energy delivery of a solar 
industrial process heat (SIPH) system by reading'just one or two'graphs (or 
olrert h °"\°\t"° polynomials). The accuracy is better than i% when com­
pared to hour by hour simulations. We optimize collector area and storage 
size for each system configuration before ranking the various system types. 

st.r.AT./°"'!,^V- °"^^ '^^ ""^ ^'"P''"^"^ generic system types and certain 
standard conditions for system configuration and operation. For example with 
dav'a d'̂ h '^-'-^"tio". - assume that the load is uniform thro^gho^t the 
day and the year, and we consider two cases: a load of 7 days/week and a load 
of 5 days/week. For systems without storage, we assume that the coUector 
acts as a preheater m series with the auxiliary heat source. For systems 
with storage, we assume a closed-loop design of Klein and Beckman" (seHig 
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ure 1). Although a detailed analysis for a specific application requires op­
timization of many variables (e.g., heat exchanger size, pump sizes, flow_ 
rates), for our study we consider only the two most important variables, i-̂ -> 
collector area and storage capacity. For the other variables we assume rea 
sonable standard values. For example, we assume that the cost of pumps and 
heat exchangers associated with storage is proportional to storage capaci y 
and that the storage cost factor is a lump sum that includes all the cost com 
ponents associated with storage. 

To outline the methodology, let us introduce the following nomenclature: 

A = collector area [m ] 

M = storage capacity [gz] 

L = annual load [gz] and 

Q = annual delivered solar energy [gz] 

T, = cost of collectors, in $/m of collector area 

Tw = cost of storage, in S/gz of storage capacity 

Tp = cost of conventional fuel, $/gz 

C = fixed costs of solar system and o -^ 
Cî  = cost of backup system. 

All costs are levelized over the life of the system. Then the total annual 

cost of the system is: 

C = Cg + TA A = T„ M + C(, + Tp (L - Q) . (1) 

The optimum corresponds to the lowest possible totalcost. Therefore we 
chose collector area A and storage capacity M to minimize total cost C. This 
requires solving the two equations: 

(2a) 

and 

These two equations: 

and 

3C 
3A 

3C _ 
3M " 

= fA -

% - ^ 

3Q 
3A 

3M 

3Qs 

3Qs 

F 3M 

= 2* 

- 251 
. Tp 

= 0 (̂"̂  

(3a) 

(3b) 

4 =,„H M uniauely. They can be solved if one knows 
determine the two unknowns A and " ""^^"^ ̂  ^̂ .̂  analysis, we use polyno-
the functional dependence of Q on A ana n. 
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Beckman''"""'°" ' " '̂  "'^ "" '''^' °" ''̂ ^ "°^'^ °' '^-"L'" ^lein, and 

.. v,^" ;i! designate the optimal collector area and storage capacitv bv A 
and Mo. Then, the energy cost of the optimized system ist " P ^ " ' ^ by A„ 

C_C(A<„ MQ j 

<5 ~Q[AO. MO, . " " T T T J 

Illation.'""""' °'*'" variables such as load, collector parameters, and in-

r.n J r ^ " " '*'"" procedure is a rapid method for evaluating performance we 
i Z ^ t t T ' T °'-''' r^' """"-"ty associated with this task We ^iU 
ook at three locations (Fresno, Cal., Charleston, S.C, and New York N Y • 
two load profiles (continuous and two shift, five days a week^ two t̂  W 
temperatures; and a number of solar thermal collector types! ^en large un­
certainties exist, it is often more difficult to determine whaPa reasonable 
uncertainty band should be than to recognize whether a stated difference in 

TsTo dLu'ce fr th"'''^f°r'-°"^ ^P"^"^^*^ "^ ^''' " " '° test uncart nt^ 
IS to deduce from the calculation what minimum difference in storage charac­
teristics IS needed to cause a significant performance or life cycle cost dif-

ti""thev a^: 7 ' ' ' ' ' ' °.'/'^ conclusions of this study rests on'ho: î :ens -
tive they are to reasonable uncertainty. 

SUMMARY 

reducfnf ,>= ^"deavoring to narrow the scope of this important task without 
reducing its validity. Our approach is a compromise between the breadth of 
analysis necessary to evaluate many options and the detail of analysis needed 
to analyze correctly differences in system performance and life-cycle cost 
This paper presents the logic and procedure for prioritizing candidates The 
performance model described indicates the direction of the Lsk with respeJ^ 
to performance evaluation. Such simple, fast running models facilitate the 
needed uncertainty analysis. As in any similar comparative study, only a 
wide ranging uncertainty analysis will lend credence to the results 
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SOLAR ENERGY STORAGE SYSTEMS ANALYSIS* 

KT . , ^'^^ Leigh 
National Center for Analysis of Energy Systems 

Brookhaven National Laboratory 
Upton. NY 11973 

ABSTRACT 

Systems analysis activities at Rr.„ i,u 
Laboratory (BNL) related to energv ?t / " ' ° " " ' 
applications are described and TZ^^ "^^ ^" "̂̂ "̂̂  
where available, the resuUs nf \ ''"^''.°"' ''^^^°'^' ^"'^' 
Areas of investigation ^n.f H ""''^ ^"^ summarized, 
thermal energy In^soC total e ' ' ° " ' ' °' electrical and 
investigation of the value of T " ^ ^ '^'''"'' " theoretical 
displacement potentiar of semln""^'' '"', '"' " " ^ ° " ^ ^ ^^^ 
investigations'̂  of \he cost": fe'c ivIn^sT'^f T ^ ' ^ ''^'''• 
passive solar storage devices and th. i ^Pfctrum of 
possible improvements in t h U T • ^^"^ °^ several 
contribution to the Solar Aonn t " " " ' constitutes BNL's 
Storage (SAAES) project ^PP^^^^^on^ Analysis for Energy 

% 

INTRODUCTION 

The last year has seen several projects underway at BNL come to fruition 

*This research was performed under the Technical ;,nd Fr̂ n„„„- » , 
of the Office of Advanced Conservation Technologies of"°the U s'̂ D L'^""^' 
of Energy under Contract No. DC-AC02-76-CH00016. . "̂ P̂ '̂ tment 
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such a study. Due to continuing problems with the simulation <^f^^/'lf- l 
results are only now becoming available, but the assumptions and '^^thods a 
described in the section titled "The Fuel Conservation Potential of Solar 
storage Walls". This effort flowed naturally into ^NL's contribution^to the 
SAAES effort, which is described in the final section, btorage 

Solar Systems" 

STORAGE IN RESIDENTIAL SOLAR TOTAL ENERGY SYSTEMS 

This study looks into the future to examine the ^fl'^t'j^l'^^f'lllli; 
devices may play in residential solar total energy systems (STES), especially 
syltems Zt off from the national electric grid. The core purpose of this 
study is thus to establish "breakeven costs" (values) for various energy 
storLe devices in the context of an STES, that is. to determine what the 
designers of such an energy delivery system would be willing to pay for 
various energy storage systems, given that they have the option of burning 
lore or less fossil fuel as a backup. These breakeven costs are then 
compared with current production cost estimates to determine the device s 
potential for economic viability in this context. 

Perhaps the most significant secondary topic is the method used to 
design "economically optimal" (minimum cost) systems. For a solar energy 
supply system meeting a given set of electric and thermal demands, there s a 
wide range of technically adequate capacities for the energy collection 
Energy storage, and backup devices. For a system variable, such as solar 
collector area, number of batteries, or size of a thermal storage tank, this 
me hod finds the component capacity at which the ^rginal cos of solar 
energy attributable to that component is equal to the marginal cost of backup 
energy. There are some variables, such as generator capacities, for which 
reliabnity or other constraints preclude such variation, and for some other 
V ables 'the potential savings involved are insufficient to J-t^^y 'he 
effort required to "optimize" with respect to that component. This study 
^ill deal only with systems which have been optimized at least with respect 
to collector area and high quality energy storage capacity. 

We investigate three basic types of solar energy systems: an inter-
we invesLig /,,nOr^ nrpanic Rankine cycle system with parabolic 

mediate temperature (310OC) organic Kankine eye ' .^ ^3„ 

:-=.•" rrp t'^-{-B B i s -'.£t Lr; 
junction with the Rankine <=yc/%7;""^'"^,f as a filler, and steam accumula-
in hydrocarbon oils with and "/thout rock as a t ,^^ ^^^ ^^ 
tors. The temperatures involved in the Stirling ŷ .̂  batteries and 
thermal storage, but here and "̂"̂  ^ ^ ^ ^ P ^ j ^ air systems are presented, 
brief comparisons of flywheels and compressed air sy 
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The core of the Investigation is hour-by-hour modeling of the demands 
and the responses of the various systems. Historical hourly weather data and 

detailed d ^ f ' l J ^ t •?.'° '^^ "'"'''̂  ""'̂  ''^""^^ ^°^'^' " ^ developed from 
detailed models of the buildings involved; the solar system then attempts to 
meet these demands charging storage if there is a surplus of energy and 
calling on the backup system when storage is depleted. Running totals are 
kept of solar and backup energy used and of other quantities of interest. 
Operation of the model for one "typical year" is then extrapolated over a 
postulated 30-year system life for the economic analysis. 

For the three systems examined. Rankine cycle (RC) thermal-electric 
conversion. Stirling cycle (SC) conversion, and photovoltaic (PV) systems, 
there are always some cases where economically feasible systems achieving 
solar fractions of at least 50% exist, based on storage costs that have 
already been achieved or that are at least within the realm of possibility. 
Not surprisingly, these cases correspond to high fuel prices, low coUector 
costs, and the clear skies of the Southwest. By "economically feasible 
systems we mean that the ml^nimum-cost off-grid total energy system involves 
the stated amount (50 to 70%) of solar energy. This does not mean that such 
STES are necessarily less expensive than grid-connected systems. 

Uncertainties with respect to the future unit costs of fuel and solar 
collectors are captured by the parametric variation of these parameters. 
Ihese variations in possible future unit costs give rise to variations in the 
area of collector and the capacity of the storage devices deployed in opti­
mized systems. These differences between systems then produce large varia­
tions in the storage device breakeven costs. These uncertainties would render 
quantitative market penetration estimates untrustworthy or not useful since 
potential sales would appear to vary from negligible to massive for different 
but equally likely fuel price path or unit collector cost assumptions. 
Accordingly, this study does not include projected quantitative market 
estimates for the storage devices. 

Other conclusions reached in the course of the study are: 

1. When optimized solar systems are considered, the efficiency of the 
storage device is the single most important variable determining 
the desirability of storage. 

2. The high fuel costs In the Northeast do not outweigh the greater 
solar resource in the Southwest in determining the economics of 
solar energy. 

3. Low temperature thermal storage was found to be attractive in two 
out of three systems. 

Space does not permit discussion or justification of these perhaps contro­
versial conclusions here; the study is available to those who are interested. 
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BREAKEVEN COSTS OF STORAGE IN OPTIMIZED SOLAR ENERGY SYSTEMS 

This paper is an attempt to clarify some ambiguities in the definition 
of "breakeven costs" or the "value" of energy storage in optimized soiar 
energy systems. These ambiguities have arisen in the course of f^^>;^^^ °' 
the possible uses of energy storage devices which are now under ^evelopm n , 
funded by the Department of Energy (DOE). Discussion °f the ambiguities 
requires a clear understanding of the concepts involved, so I begin with some 
definitions. 

I will be discussing solar energy systems which are designed to meet 
well defined loads under specified weather conditions. Although a "^de "nge 
of components can actually be used in such systems, a configuration con 
sistTng of collector area, storage capacity and a backup system "^ich burns 
an amount of fuel dependent on the collector area and storage capacity will 
^rove sufficiently detailed for this discussion. The amount of fuel ac ually 
consumed is assumed to be determined either from experiment or from simula­
tion The discussion applies to a wide range of solar energy systems 
including hot water, space heat, process heat, or electricity. The range of 
storage devices is correspondingly broad. 

Initially, we take the "breakeven cost" or "value" of storage (or of any 
other component) to be simply the price a designer of optimized systems would 
be willing to pay for the component in question. However a hitch has 
already arisen: If we are seeking a value, we do not know the cost of the 
component, so we do not know how to optimize the system. A partial -swer is 
that we can have systems optimized with respect to the other components, the 
collector area in particular, as long as we know the collector costs. It is 
i^portlnt to remember, however, that the amount of collector in an optimized 
system, and many other characteristics, will depend on the amount of storage 
in that system, whether we know what the storage costs are, or finding wha 
it s worlh. Changing the amount of storage will change the technical and 
economic character?strcsof *e optimized system and thus the environment in 
which the storage is to be evaluated. 

However, for any given configuration, we can unambiguously define the 
marginal value of storage as being equal to the value of the fuel displace 
Tent and other savings attributable to a small ^-'^l^^^^^'^^ll'l^l.^Z fo 
.storage capacity, divided by that increase m capacity. Since a value 
storai: is'sought, the calculation must not include any costs for the storage 
or for the increase in storage capacity. 

i-u„ f<,-ci- oienlf leant ambiguity. Since the We have already come to the first signiricduc am 5 j .„ .„ „„f 
value'of storage -Pends on tHe amount of stor e n t ê sŷ ^ -

well defined even in a single ^yil\^-f^/l%ll^' change the amount of col-
substantial amount will, for an °Pti"^i"\^//f^.' ^^\ change in the fuel 
lector and the amount of f"-\ ™ - ' ^ ; , amount of storage and hence chang-
that would be displaced by an - - - - ; \ ^ J 7 r p , 3 e s of this paper to examine 
ing the value of storage. It is one ot t P v ^^ ^^^^^ fraction 
the nature of the dependence of the value 
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(or. 
s 
or. equlvalently. on the amount of storage in the system) and to suggest 
ome conventions to deal with this ambiguity. y^-tem; and to suggest 

THE FUEL CONSERVATION POTENTIAL OF SOLAR-STORAGE WALLS 

not t" i'*"̂ ". ^•?''" ."^. ""^i''^'^ the oil. gas and electricity displacement 
potential of passive" solar energy storage devices in residential and 
commercial space heating applications. To carry out this study, it was 
necessary o characterize and model the U.S. building stock to design appro-
priae collection storage devices and to estimate their performance through 

on, t'°H't '•''"" 1°°"'"^' '""^'^ performance estimates with cost projec­
tions to determine probable costs of delivered energy and combined the per-
ormance estimates with housing stock and levels of'possible implementation 
to determine maximum possible fuel displacements. 

We divided the housing stock among several model types ~ single family 
detached of one or two stories, single family attached, and low rise and high 

L T rfs ' anT'hLh " " ' ^ " " " '°'^^^'^'^' '^'^'^'^^^ - - apportioned bet' n 
bunrf?n„ T /% ^t-^uctures. An appropriate model for each type of 
building was adapted for computer simulation. The models for buildings 
existing in 1980 were adapted to reflect the extensive conservation retrofits 
we expect between now and 2000 (the base year used here) and new housing was 
modeled according to similarly exacting standards. This was done to ensure 

actuanJ he n'o H /'. " ° " " " ° ' "^ supplying energy for which there would 
actually be no demand due to conservation retrofits. 

The performance of the houses, with and without the collection storage 
the D E R O B ' S I t''^7^"^^ '^Z '"""^'^ «i-lation over one heating season u"ng 
the DEROB system from the University of Texas at Austin and SOLMET weather 
data for typical years. Different simulations were carried out for each of 
nine regions of the country. In each case, the energy saved by buildings 
equipped with the devices (compared to buildings without them) „ L ascribed 

cienc;. t7ke";s'7oL ' ' ^ ' ' " " '^ '=°'"''"'̂ <̂  "^ ^^^"^"^ "^ ^^^ ^ - - " effi-

1-16 l ^ p f T ^ T °^'^^ '^^'''"' ''"^^'' dramatically with climate, from about 
1 16 MMBtu/yr for single family houses. This corresponded to a range of fro,̂  
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7 000 Btu/ft^ of collector per year in Seattle to over 65.000 Btu/ft /year 
Albuquerque. Device performance in commercial buildings was much poore , 
delivering less than 1/3 the energy obtained in residential buildings a 
having a much smaller effect on the total building load. Most commercial 
buildings are vacated early in the evening, leaving little demand for tne 
stored energy until the next morning when much has been lost. Due o 
poor performance and the apparent lack of need for storage in these circutn 
stances, commercial buildings were dropped from further consideration m tnis 
study. At best, even the performance of the devices in residential appilca 
tions must be considered fairly poor ~ only from 5-20% of the solar energy 
striking the device ended up in the house. There are two major reasons tor 
this, and every reason to think that appropriate research and development 
could improve performance considerably. The first reason is the If^S^J;a°°"t 
25%) losses to reflections in the glazings. The second is high thermal 
losses through the glazings during the days, and to some extent at night. 
These problems, and potential of various cures, are the subject of current 
research. 

We determine the maximum energy that could be displaced on a regional 
basis by combining our performance results with disaggregated estimates of 
the national housing stock, both that are currently in exlstance and that are 
anticipated to be retired or constructed between now and 2000. These projec 
tions necessarily Included some quite arguable estimates of the number of 
buildings in each sector suitable for solar energy with respect to orienta­
tion, design features, shadowing by trees, or other buildings and other 
factors. The results come to a maximum feasible oil and gas displacement of a 
few tenths of a quad. 

In conclusion, we have found that a significant, but not overwhelming, 
amount of space heat can be supplied by devices based on currently available 
technology. The primary problem is clearly poor performance of the devices, 
and improvements in efficiency can be expected to improve the outlook for 
passive solar collection-storage devices significantly. 

THE "SOLAR APPLICATIONS ANALYSIS FOR ENERGY STORAGE" PROJECT 

"Summaries and Comments on a Selection of Technical and Economic Assessments 

of Residential Applications of Passive Solar Energy 

The report is the summary of a search for studies concerning residen­
tial commercial and light industrial space heating and cooling whose energy 
tlal, commercial auu s .,„,„. xhe Intent of this review is to summarize 
source is passive solar thermal- ^^^ ^^'^f ̂ ° , ,,,„,ify the information in 
studies which are relevant to our assessment a ^^^ 

these studies with potential ^^PP/^^^^^^Jj^i," H^ar cooling and rock bed 
relatively few applicable etudes on passive ,, \j,,,„al storage 

storage and that the bulk of ^f^'iles su™.a^\ ^P^^^^ .^ ^^^ residential 

walls and direct gain systems for passive 

sector. 
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For some studies it was possible to utlH^o ft,= j 
embodied in the Aerospace Corporation's "Surte/of E f'^' framework 
ments for Solar Applications" TM= Purvey of Energy Storage Assess-

preparation of stan'dardlzed tables s u L 7 i l l Z ' J ° ' ' ' ' " ' '^^ '''''''''' ^^^ 
data since none of the studies revised . 1 ^ . performance, cost and economic 
these tables meaningful. It i our intent t i " ^""^"^^^t data to make 
ters during Task 2 which will L . . . "̂"̂ ''̂  ̂  ""'"°" ^̂ t of parame-

studies anl those revited informTlo" or tê "h ""^'^^^^ '"^ '^°"' °^^ °"" which are relevant to our a==l=o . techniques from reviewed studies 

above frameworkrLr"th^LaX\^^""Commrts^^'^""^'' '' ^" ^ ^ ^ ^ " ° " ^ '^^ 

approic-h Tr: :.\t':: :::^V2x,tz\t: '\ % -'- '—' "̂̂  
discusses its application to our studv Some !^^""^""t information and 
those conducted by Los Alamos Lah. t ^ome sets of studies, particularly 
assumptions and methodolog^. For the'se"'"' 't ''' ''"' underlying 
description of one s t u S T l i s t of similar ^ ^ " ^ ' ' r ^'"' " '̂ "̂ ^̂ '̂̂  
end of the description. "'"''"" ^" '̂ '̂ "̂ presented at the 

CooUngTct"r:gie's°"°"'''^ Performance of Selected Passive Solar Heating and 

techn^?:girThi:hTnt;;r;te"en:r^gT':tor"\"l^^ Tst^ ' T ' ' ' ' , - ' — ^ 
uniform assumptions and m^thodologi^r Thê -̂ f̂ĉ noloĝ ê̂ ^̂ f̂esred̂ lr:: ̂ " °' 

• A ventilated trombe wall, applicable to industrial and commercial 

. rrol"ar"roof"'' ventilating loads dominate building heat los e ' 

fact°o^' an°d°of??ce. '"' '^^""' ^"' '°°''''' ^ ^'"^'^ ^^" ^ ^ ^ - d 

. Night effect cooling of a large mu'lti-story off ice building using 
concrete floor slabs as thermal storage. ^ 

• Night effect cooling of residential and small commercial dwellings 

h L t T n V s y s r ^ " " " - '° - - ^ - ^ - ' ° P ' — - - êd IIZ 

Various trombe. direct gain and clerestory configurations. 

l ^ Z l r \ V '^!^"°"^"/> a gi^^n system is assessed at more than one geo-
fnd net '°"'^°"- , "̂ ^̂ "Its are obtained in the form of both payback period 
and net present value for residential applications, and in terms of net 
present value only for industrial/commercial uses. 

Results indicate that ventilated trombe walls solar ronf n̂ „.i = 

e"f::t;ro"cf'ld""V"°°^ ^ ' ° " ^ ^ ^-^"^^^^^ - ' " - effrct^vt w^ut^'nigi: 
effect/rock bed cooling is not. Results also show that while direct gfin 
out-performs trombe walls in most parts of the country, both direct gain 
and trombe walls usually produce a net savings in the residential sector 
Generally however, tax regulations result in a net economic loss for direc; 
gam and trombe walls used to heat industrial and commercial buildings. 
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Future Work 

For technologies with adequate capital cost information ^"^^^^ '^.^^^ 
will determine the optimal passive solar energy storage system con f.^^^^^^^ 
by using the prescribed discounted Payback calculations_set tort ^^^^^ ̂ ^ 
Assessment Methodology for Energy Storage Applications. An exa p ^^^^ 
calculation of a payback period for a water wall ^̂ "'̂ '̂̂  ," ^„^,res. and 
building and consisting of extruded plastic glazing, plywood enclosures, 
some form of mounting apparatus. 

As part of the assessment, we will investigate "̂'P'̂ ô "̂'̂ "" "̂ '̂"'̂ toraje 
potentially improve the performance and cost effectiveness of those storage 
technologies already examined. These improvements "/ll/"^^"/;,,^tt„,, â ^ 
istlcs of phase change materials, low emissivlty surfaces in collectors ana 
anti-reflection coatings on glazings. 

For "improved technologies." i.e.. those which involve modification of 
base case technology, we will use breakeven cost -^^^^^^^ J^"/,;"^^^^,^ 
estimates of the performance improvements resulting from the technical 
improvements to determine the "value" (or "breakeven cost") of the improve­
ment! This methodology is selected due to the highly, uncertain nature o 
capital and construction costs for improved technologies which do not yet 
exit! Breakeven cost analysis is particularly useful « nee it avoid 
specification of unknown component costs and sets an upper limit for total 
system costs. Certain costs (e.g.. fuel) may be parameterized to determine 
llpact on total system costs and breakeven costs. An example where breakeven 
ĉ st analysis might be used is in assessment of an --°^7e'^-^^Y^^°P^^ 
anti-reflective coating for glazed surfaces. Since accurate capital costs 
cannot be ascribed, it would be more useful to have an upper limit for 
economic feasibility. 

REFERENCES 

1. Leigh. R.W.. Storage in Residential Solar Total Energy Systems, 

BNL 51230, Dee. 1980. 

„ , r n, A^f 'imraop in Optimized Solar Energy 
2. Leigh, R.W., Breakeven Costs of btorage—in—"P'-^".^ —=^ 

Systems, Jan. 1981, (in draft). 

3. Leigh, R.W. and Pouder, R.W., Ih^-£Hel_%SS-rvation Potential of Solar 
Storage Walls, BNL 51277, Dee. 1980, (to be published). 

J r̂ ^̂ n̂t-a nn a Selection of Technical and 
4. Pouder, R.W., Summaries and toS£Stl-OS^^^^^„^ ^, p^^^,^^ S^,^-

Economic Assessments of Residential app.i. 
Energy, BNL 28985, Feb. 1981. 

f^^nnmic Performance of Selected Passive 
5. Rutter. W.. The Comparative Ee^agSlS-^-^ ^ ^^^^^^^ 

Solar Heating -'^ r.n.Mn^ Technologies, Marcti 



43 

STORAGE FOR WIND AND PHOTOVOLTAIC SYSTEMS 

John Broehl 
Battelle Columbus Laboratories 

505 King 
Columbus, Ohio 43201 

The goals of this study are to determine the value of storage, as pro­
vided by batteries and flywheels, in the following solar application: 
building electrical services, in a stand-along configuration featuring either 
wind turbines or photovoltaic panels as the energy source, and with an on-
site generator for back-up energy. The Uniform Assessment Methodology devel­
oped by Aerospace Corporation will be used in the analysis. 

This project was initiated in January 1981, therefore, a progress report 
was not available for the conference. 
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CHAIRMAN'S SUMMARY OF PANEL DISCUSSION 

SESSION I 
STORAGE FOR SOLAR APPLICATIONS 

Kenell G. Touryan 
Solar Energy Research Institute 

1617 Cole Blvd. 
Golden, Colorado 80401 

The discussion centered around two major issues. The first was related 
to the nature of input data into the codes used in performing value analyses 
and cost estimates for storage in solar applications and the availability of 
models for storage systems. The uniformity of input data was considered im­
portant in making joint cost estimates where, for example, not only the solar 
collector costs must be considered, but the changes in the roof structure as 
well. It was pointed out that part of the methodology included the use of 
industry accepted kinds of cost estimating techniques, applied to conceptual 
designs offered by organizations proposing an advanced storage system. The 
results are then submitted to developers for review and comment and then re­
turned to the proposing organization for a second iteration, etc. Peer re­
views were conducted to assure that the techniques used were comparable 
across various solar technologies. It was agreed, however, that economic 
studies for mature solar technologies wete easy to perform. It is the emerg­
ing technologies such as advanced batteries, thermochemical systems, etc., 
that lack good cost estimates. For such systems, the semi-qualitative nature 
of the study must be emphasized. It was mentioned by one participant (C.J. 
Swet) that a surprisingly large number of models exist for advanced storage 
systems, such as thermochemical systems in the U.S. and abroad. 

The second issue revolved around the importance of dealing with buffer 
storage in solar thermal power generation. Buffer storage is defined as a 
transient, such as a cloud cover, that lasts from minutes up to several hours. 
One of the problems inherent in evaluating buffer storage is not just hour by 
hour or minute by minute simulation, but rather the rapid switching to charge 
or discharge modes in storage that can affect the entire system. This seems 
to be one area where very little has been done. According to a recent National 
Academy of Sciences study, insufficient attention has been paid to the acqui­
sition of information necessary to design properly and integrate buffer stor­
age into solar conversion systems. 

In addition to the above major issues, the discussion covered the follow­
ing: 

1. Proper matching of a solar technology to its end-use was strongly 
emphasized with due consideration given to maximizing the availability 
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of energy according to the second law of thermodynamics^ For exam­
ple, one should not generate and store thermal energy with 
turbine whose output is mechanical/electrical. 

Special eases may exist where the strong "-^Jor energy independence 
or emergency power requirements would lead ^^ividua s to ccept 
higher than normal storage costs. As part of the solar ^ 
plication study, it was discovered that industry is willing o give 
up a certain amount of their criteria, for ^-^f^^J^^^^/^^'gft a 
the rate of return, or a year or two of P^yb^f • ^ ^ ^ ° ^ ^ " ^'' 
system from zero storage up to six hours worth of storage. 
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SESSION II: 

INFORMATION MANAGEMENT AND R&D EVALUATION 
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TECHNOLOGY INFORMATION SYSTEM REVIEW 

Leo R. Spogen 
Viktor E. Hampel 
John R. Raymond 

Lawrence Livermore National Laboratory 
Transportation Systems Research 

P.O. Box 808 
Livermore, CA 94550 

ABSTRACT* 

The Technology Information System (TIS) is a new generation, 
dedicated information machine established to support the DOE/ACT 
Technical and Economic Analysis program. Capabilities include 
nationwide management of bibliographic and numeric data files 
interactive modeling, electronic communications, and distributed 
networking. These capabilities are self-guided and permit also those 
not intimately familiar with computers to create their own data 
files, graphics, and procedures. In addition, TIS provides electronic 
mail and conferencing, and connects autamatically in a controlled 
manner to other information centers and computational resources. 
TIS IS accessible from remote computer terminals at 300-1200 bps 
over commercial, FTS, and WATS telephone lines, the ARPA 
computer network, and in the near future also TYMNET/TELENET 
TIS is co-sponsored by the Seasonal Thermal Energy Storage 
program and other organizations which contribute to its overall 
capabilities. An on-line directory to major federal and s ta te 
information centers, and automated dial-up to some of them, are in 
preparation. 

INTRODUCTION 

The Technology Information System (TIS) is being developed as part of the 
Transportation Systems Research (TSR) program at Lawrence Livermore 
National Laboratory (LLNL). The TIS project has for the most part been 
sponsored by the Technical and Economic Analysis (TEA) Branch of the U S 

*Work performed under the auspices of the U.S. Department of Energy bv the 
Lawrence Livermore National Laboratory under contract number 
W-7405-ENG-48. numoer 
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Department of Energy (DOE).Office of Applied Conservation TechnoloK^ (ACT) 
The goal of TIS is to provide ACT and its ^-^ractors the capabimy to_^eadly 
access, develop, and utilize information needed in the R&D decision B 
process and the conduct of resultant R&D projects. 

Our Objective in this paper is to: describe the status of TIS s - ; ^ 
accomplished during the past year; and show the^mphcat^on^f present etto^^^ 
on the future TIS system. To'.ccomplish this objective we diŝ ^̂ ^̂ ^ g^^^^^ 
approach to TIS development, describe Present TIS capabiimes ana ^^^ 
of present efforts, show the application of TIS to b l t b , 
implications of present work and future plans. 

APPROACH 

Understanding our basic approach will provide insight as to why maiiy of 
the cu r ren t "^ developments ar7 underway and how these - " ' ^ b u t e to o - - ^ ^ 
capabilities development To ^ - - f - , ^ \ l : ? f ^ = ? ^ ^ p : t : d ^ e : o n s e f to the 
.Testiti^'^atJwe^d'us r f o r m : i a l e % r o l e r a U objectives. Support from various 
organizations contribute to these objectives. 

A potential user wants his information system to give him the information 

^ ? f o ^ ! g ^ r ^ l ^ ^ f ^ J X ^ ^ ' ^ ^ ^ ^ ' \ m S a « ^ ^ 
him the inform;tion he needs req'uires that "basic" information is available and it 
can be reduced to the user's requirements. 

There can be many sources of basic information. There are sources within 
the Ztlm The us^r may have his own private database which is available to 

people. A user wants access to aU of these sources. 

access to those information sources, asjve^,.f^/^^3pon3e by the system, 
initiate a request, and 7 « " ^ % ^ ' ^ ^ ^ ' ^ \ f 3 e r u Then capabilities are 
S a b l l ' T o U b r t e ' ^ f n f r i l U ^ U t a r X r a t i ^ n graphicaUy, generate and 
edit text and data, etc. 

• r *-^„ ,vith little effort means that "smart" 
Finally . to obtain 'nfo^-^f'°" ^'*!'. for prior education, i.e., the system 

software must be used to ^ l ' -^ ' " f f j f^^ .^f ' / t^^must be easy 'to use, i.e., it is is self-prompting. It ^Iso means that the system _̂ .̂ ^̂  ^̂  . ^^^^^ 
simple and logicaUy structured, ^ ' " ' ^ " y ; ' ^ " t for new or infrequent users, 
are few commands. This requirement is dittereni lo 
and those who are frequent users. 
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AU these system requirements cannot be realized. We are developing TIS 
svs tTth '? , ;" , ' . f hl*° °°"^^'-^!"^ °" these general system characteristics In this 
™ ? h i n . h^n i^ f"^"^ *° ^.P""'= database contained internal to TIS. Not 
everything he needs, however, wiU be contained within that database. There are 
very specific datafiles and processing software that he may place in his own 
private database. There is also other information better reta ned at remote 

he' whe;. .r""H :,f°^"',f ' '°" ^̂ ^̂ ^̂  "" ' ^ "°* ^''•«="y accessible, a directory o? 
Fin«irv f ^ J ? ^ . ° " " «^^°.°'^ted with obtaining that information is provided, 
orov desThe cl!!!!.-,!?' ^ ^ f ^ l ' ^ f P«°Ple ^^ «" important information soun=e and 
provides the capability not only to access those important sources, but to provide 
an effective exchange. t/^^viuc 

There are two aspects to TIS development. First there is capabilities 
development. This is essentiaUy independent of the application of a particular 
,nfo.r«T"'""'f^- S^=°"< l̂y' there is applications development where the specific 
nformat on of a user community is placed on the system and the capabilities 

tailored to that particular application. 

Because the development of capabilities is independent of application, we 

Dol/ST°Es'nnFmp°'?*t'"^' ' '^^ , ' f P"'* °^ ' " ^ y organizations (DOE/TEA, 
Ti Mr/T ' POE/TJC Interagency Information Exchange Group, DOE/BESD, and 
LLNL/Laser). Each of the organizations have specific requirements but each of 
the efforts contribute to the overaU capabilities development. 

There are ACT programs (ACT/TEA, ACT/STES, LLNL/TSR) for which 
applications development is being accomplished. For these programs, specific 
user communities .dealing with specific technical information, are using TIS. 

The basic approach to TIS development is to develop specific TIS 
capabilities for many different organizations where each contributes to the 
overaU capabilities and applications developm^t of the system. The status of 
TIS capabiUties and its use by STES iUustrates the success of this approach. 

TIS CAPABILITIES 

Capabilities of the Technology Information System (TIS) provide nationwide 
bibliographic and numeric database management, interactive modeling 
electromc com mum cations, distributed networking, and graphics These 
capabilities are self-guided and are used successfuUy by those not intimatelv 
familiar with computers. 

GENERAL CAPABILITIES 

TIS is a new generation, dedicated information machine. ProErammatic 
information is kept on TIS. When additional information or numeric data are 
needed, TIS connects to other information centers, in an automated and 
controUed manner. Users simply specify the target name of the desired resource. 

In addition, since much of the daily work in R&D is being documented on 
electronic word processors, we established the capability of linking with severa 
of these machines for transfer of information and data to ^ d from TIS 
Translation of formats is carried out by TIS as required. 



52 

Analysis, synthesis, and post-processing of information ^^d data speed tip 

the data or displays with someone else, co-workers, or for general use by others. 
The system is accessible from any telephone at 300 or 1200 b o r t h 

ARPA computer network, and soon also over the ^ o ' ; ! ^ : " ' ' ^ ^ ^ ^ ™ ^ use of 
system. FTS and WATS lines are provided for cost eltective 
communications and convenience. 

. There are about 170 authorized users throughout the country. Electronic 
communfcatiL and the automated access to other information centers are 
available to all users. 
DATABASE MANAGEMENT CAPABILITIES 

Cuf the capabUity of direct database management by its users without 

databases, public and private. 

The public databases are,therefore,intended for general use in support of a 
particul^'^program. The information in these databases is displayed in a 
merarchLl mlnner and can be selected with simple specification of an "Option 
Number • • I t e information content can be viewed, used, and extracted as 
S r e d . Temporary changes to this data can be done for display or for ad hoc 
exDloratorv calculations by any users. When such changes are made they are 
Lnunciate'din the input rLord. Permanent changes can only be made through 
the Database Administrator. 

The private database offers the additional capability of database creation. 
The create^ommand starts a self-guided routine that permits you to establish a 
hieraTS^al index for information in your own database system. You can specify 
and name the datafiles and are prompted to describe each data f.ela, the units 
of measurement, and an identifying acronym. 

Data is eenerallv entered key-to-disk, using a menu-driven form that 
flashes on the cathode'ray screen. Magnetic tapes are used when larger volumes 
of data are involved. Data can also be transfered over telephone lines or over 
the ARPA computer network at effective transmission rates up to 36,000 bps. 

Key-to-disk operations are greatly helped by menus for on-line prompting. 
These d I spS formats can be activated by self-guided make orm routines wh ch 
Ire caned into action by name. The data fields are explicitly called out on the 
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screen. Inadvertantly entered text characters lock the terminal keyboard and 
signal the error. 

The update command is used to append, replace and replicate data It 
provides help instructions for the searching of erroneous records which can then 
be corrected in a systematic manner. 

. The display and extraction of information or numeric data can be carried 
°"t ' " two ways. First, each public datafile comes equipped with display 
formats, also referred to as reports. These can be activated by name. Reports 
can be graphs or tables. You can choose those that fit your terminal. Second 
you can create your own reports using the £rint or plot commands. These 
routines guide you to name the datafile, the datafields tobe printed, summed, 

Hew^n p ' i f ^ n ' ,^«°.°«'r°''^' ,^^''- ^ ' ° t ' =«" ^^ ^e^" *" "ack and white on 
Hewlett-Packard 2648 terminals, or in color on HP 7221 color plotters. An 
interlace for graphics display on other terminals is being prepared. 

Numeric data can be extracted for later use through use of the print 
command and then saved in separate files. 

Each datafile in the public databases is described with reference to its 
origin and last date of update. It also contains pre-formatted display formats by 
name. However, the user may use Boolean logic and algebraic notation to define 
new virtual data fields, and to create new reports and graphs foUowing 
self-guided TIS routines. These patterns can be combined with text for reports 
which, when activated by name, initiate an automated sequence of commands. 

Reports, graphs, and sequences of presentations can be used initially only 
by the creator. A positive permit command allows sharing the information with 
selected co-workers, or the user community. A user only has availability of 
those datafiles and display patterns to which he has,been given access. 

In addition to routines cited in the TIS User's Manual, many other powerful 
UNIX utUity routines are available. They appear in the UNIX manual and other 
supporting literature. 

Help is available on-line for most programs. Commands with many 
parameters give help during execution. You may type "help" at each step to 
receive guidance for the next question to be answered. We offer also on-line 
tutorials. 

MODELING 

The execution of models can be carried out interactively or in the batch 
mode in three ways: 

• The model may reside on TIS which controls its input and output. 

• The model may be activated by TIS. but prompting remains under 
model control. 

.J^ 
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, The model may re^.'^e on another computer elsewhere in the country, 
controlled by TIS with regard to input or output. 

The first method is represented by models developed at LLNL for 
p e r f o r m L e predfctlon of electric and hybrid vehicles. Originally, these models 
were used in the batch mode. 

An interactive script has been written that describes each parameter and 
prompts" t ' h u s ^ r for t h ? selection of parameter values by category or va^u^ 
The descriptions and the interactive script for each ' "o^ t ^^n, database T ^ 
datafile and part of the overall Transportation Systems R e s e ^ c h d a t a b a s T h e 

?hTê r̂teTpt̂ r r r .̂ '?rri"t̂ e zz:^^ K Ŝ̂ ^ t̂ ŝ t t. 
rSd^r^ t^^iXi^niSir -n;e=ffv^wi!|3 
z = ' ^ ; - r r^^^i:?is-mT-afgS-ar:^ 
m i c i e n t i n t e r a c u t input 'methods are available for users requiring repeated 

execution of models. 

An example for the second class of models is the EXXON econometric 
model for eLctrrc cars. It is available on TIS. Original prompting devised by 
EXXON is used TIS is the controller for the model run and provides a 
co^nven^en? m ' ^ ^ of execution. Any model which can be ^omp^ed and processed 
on the PDP-11/70 machine can be integrated into TIS in this manner. 

With the third type of modelinff capabilities on TIS, the model is executed 
on a f ! e i g n host computer under TIS control. US coMuects an authorized user to 
?he dis ant computer automatically and activates the named mode 1 Examples 
I re t^e Electric%ehicle Model (ELEVEC) at Je t Propulsion Laboratory ^ d the 
"CCC" Thermal Aquifer Model. "CCC" was moved from LBL to the SERI 
computer. It requires a CDC-7600 and considerable time to execute. In this 
case, TIS is preparing the input file for "CCC" execution at SERI. 

Modeling requires programming. The major languages available on TIS are: 

FORTRAN IV BASIC APL DC 
PASCAL SNABOL "C" MB 
MACRO n LISP RAFFOR AS 

Several powerful text editors are supported by the UNIX program and provide 
on-line editing capabilities for a variety of different terminals. 

Several statistical and graphical analysis routines are available on TIS. In 
o-raohics we have a number of programs which permit on-line input in a 
pompUng manner. Creation of barcharts, piecharts, and milestone charts are 
examples Graphs can be prepared in color as hard copy or direc ly as 
vfewgraphs. Once created and named, the resulting format file can be released 
for use elsewhere and printed near-instantaneously cross-country on compatible 
equipment. 
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COMMUNICATIONS 

TIS offers the following communications capabilities: 

write - is a diascript between two users, 
link - provides tutorials for one or a 

group of users, 
electronic mail - serves the entire user community, 

inclusive of voting and the joint 
preparation of reports, 

interconnection to word processors - permits the transmission of letters 
and reports via TIS. 

The write command is a diascript between two users logged in on TIS at the 
same time. The write command, followed by the recipient user's name, prints an 
alert message at his terminal. It requires a similar confirmation. The message 
IS then typed. A signal can be typed to indicate the end of a question or 
statement, inviting the response, and so forth. 

The jink command is used for tutorial purposes. By previous agreement it 
permits any two users to work together. One user becomes the teacher and 
works in the student's account. A dropfile can be created for subsequent 
perusal. This capability is being used by TIS staff for cross-country tutorials 
They are especially effective when used with a voice phone, permitting the 
student to see and hear instructions simultaneously. Special arrangements can 
be made for class tutorials. 

Electronic mail (em) permits you to send and receive messages, to answer 
and forward mail, to issue group mailings, and to file correspondence in a mail 
filing system of your own. Some 26 different options are available to compose 
and edit messages and reports, correct spelling by reference to the on-line 
Webster's dictionary, send blind copies, and chec\ whether an addressee may 
have already read your mail. Of course, you can delete all mail. On-line help is 
available for all options. Most commands can be executed by their startine 
letter. ^ 

Interconnection with Text Processors. We established the capability to 
connect TIS with several word processors: WANG, LEXITRON, QYX A 
connection to the FOUR PHASE system is planned. When used in conjunction 
with electronic mail, any letter or report typed on a word processor can be sent 
near instantaneously to its destination. Incompatible control characters among 
some of the different word processor systems are translated by TIS as required. 

DISTRIBUTED NETWORKING 

Distributed networking connects and uses other information centers and 
computers in an automated and controUed manner. By providing access to 22 
other centers, we have vastly increased the information content and capabUities 
of TIS. Arrangements for connections require only one contract with TIS. Users 
on TIS are granted access as needed for the duration of their work. Audit files 
keep accurate records of aU transactions. Individual users of TIS need not learn 
the access protocols, passwords, or pecuUarities of the foreign host computers 
They simply select the information center by Option Number or by name. 
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TIS can view or extract information in files f- - ^ X T o ? n ; c U o r t ° "he 
use where legaUypermissable. A cogent example is our i n t e r c ~ ^^^ ^^ 
extensive DOE/RECON information ^^^^em AU c tat^ons ret ^^ ^̂ ^ ^^^ 

placed into a file, aggregated, and P-'O'̂ ^^^f '"^"/foneordances. We expect 
creation of subject and author '"^exes OP for topica conco ^^^^^.^.^^ ^^^^^^^ 
to have simUar Unks soon with NASA/RECON ana witn ^ ^ 
Technical Information Center (DTIC) ^h^f. '̂'̂ ^̂ ^ J^i^'^iog'aphies, now carried 
can be used to establish comprehensive, well-indexed b i b u o g r p , ^ ^ ^ ^.^^ 
out more laboriously. Where required, citations can be comp ^̂ ^ 

different sources into one topical summary. 

This brief summary of TIS capabilities is ^-ther explained in the TIS Uŝ^̂^̂^̂  

Manual. Some of our users may find these ^^Pf''; ^^i^'^'"" S ^ ^ 
needs. Others, more famUiar with computer °Pf̂ ^ t̂ °ns, may preler to 
a computational faciUty. We are striving continuously t° ^e ^espon ^^ .^ 
both iBer requirements. The manner in which STES is using na 
the foUowing section. 

APPT.inATTON OF "TIS" TO THE 
SEASONAL THFRMAL ENERGY SlORAGfc PROGRAM 

i S ^ ^ n e r p ^ ^ n a s ^ s o n a l b a s i s usî ^̂ ^ 
program involves many '"oustrial, umversuy, a. s management of this 

exchange information. 

experience. 

computers. This has worked out very well, 

1—, fn̂ m the naoer- "The Seasonal Thermal Energy Storage 
* This is an extract from the Paper- '"^ PNL-SA-8800 by L. S. Prater, J. Technology Info^-^ation System/' publ shed a P N L ^ ^^ y^ ^^^^^ 
R. Eliason, and V. E. Hampel, Presented by ^^ S ^ ^ 
Technology Conference, March 9-11, 1981, in Wasmng 
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PHYSICAL ASPECTS OF SYSTEM DEVELOPMENT 

Development of the STES-TIS was initiated in June of FY 1980 Remote 
oTfZ'I't 'pMr^""'! ^^Z-^.^^'' '"^t«"^<^ and are now serving the STES Program 
oiiiee at PNL. In addition, communication capabilities were added to the Ovx 
word processors, used by the STES program secretaries, to enable the word 
f r n r r " " " t° °P«''atc as remote terminals. Secretaries can transfer documents 
I a the T i r f P'-°=^^^°'-^.,teMZ into the STES-TIS and to other system user 
between t h e l r p r p " " '""^- . ? " '^^P^^'^ty has vastly improved communications 
between the STES Program office, our contractors, and DOE/ACT headquarters. 

The success and viabUity of the STES-TIS depended on reUable 
ol?ZZ^^'°"". ^ t f ' " ' ^ " " ^ ^ ^ ^ ^"'̂  P^L- The only viable communTca?ion 
nn ™ o^fffh K ,f̂ ^ communications over phone Unes, which can be somewhat 
noisy. Off the shelf error controlUng units were procured by LLNL to eliminate 
transmission of stray characters on both ends of the line. These units have 
aUowed reliable communications at 1200 baud rates. This r^te is suffTJi^nt for 
most of our work including color graphics. Most of the STES contractors use 
phone lines to access the STES-TIS. 

ORGANIZATIONAL STRUCTURE OF THE STES-TIS 

STES-TIS is structured in a very logical and orderly hierarchy aUowing 
inexperienced users to obtain the desired information without in-depth 
knowledge of the database structure, or the operating system's command 
language The hierarchy provides a guide by which a user can navigate through 
the available datafiles. When a user enters the STES-TIS, he is automatically 
placed at the top level of the hierarchy, and the resources available at that level 
are listed. The highest level of the hierarchy contains the foUowing resources! 

0 STES Technology Information System 
1 STES Administrative Information ' 
2 Aquifer Demonstration Program 
3 Seasonal Storage Technology Program 
4 STES Library & BibUography 
5 Integrated Computer Resources 
6 News 
7 Electronic MaU 

The user may select any one of these options. If, for example, a user selects 
option number 1, he wiU be dropped into the next level of the hierarchy, and the 
foUowing directory wiU be shown: 

1 STES Administrative Information 
1.1 STES Program Description 
1.2 Conference Agenda 
1.3 MaUing Directories 
1.4 STES Program Management 

The user may now select any of these options and continue down the hierarchy 
or he may return to the top of the hierarchy and may pursue another branch 
Access to any level can also be carried out directly. Methods that can be used to 
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tho cTFS-TIS are described in the STES 
find and extract information from the STES-llb are 

Database Tutorial (Gallo, 1980). 

INCORPORATION OF DATAFILES AND MODELS 

The hierarchy provides the framework nece.^yto^^J^^^^^^^^^^^ 
adminstrative, bibUographic, computational, f^d commun.cat^o ^^^^^. 

project status of each of these resource types is discusseo 

paragraphs. 

ADMINISTRATIVE 

several administrative datafiles have been entered into the sTES-TIS One 
file contains details about conferences "ames of STES staft mem ^^^^^^ 
attended or presented papers, and information about^ the pape .^^ 
administrative datafUe contains two types of news 1) «^ekly mg g ,^^^ ^^ 
are short reports describing the important / ^ ^ " t s ° ' ea'̂ ^̂ ^ on a quarterly 
newsletter articles, which are compiled, printed, and distributed on a q 

basis. 

BIBLIOGRAPHIC 

The STES-TIS contains bibUographic data from the Seasonal T h e r m ^ 
E n e r g y ' ^ S ^ o S ^ T ^ ^ r These b i b u | r a p h i c data w e . 

computer from a Wang 7 ^ d - P ; ° ' = ^ f ; 7 , ! ^ ' ' , l , ' ^ k i i ' t the STES librarian for 

: = r n e ^ s " a : d T c l ^ r i c ° ; . ^ 1 ' h e n r y r a r e n̂ ow contains over 1700 

citations and is updated regularly. 

Th . <!TFS TTS can be used to conduct customized, on-Une searches of the 

have been documented by Kawin (1980). 

Zi:-^^!iT,S«l:Pi^o^ . i m . ' ™ * OOP, ol th. STES B.O.,«g»phy 
for pubUcation. 

maintaining voluminous hard-copy files. 

COMPUTATIONAL 

Th . qTFS Program is developing several models that could potentiaUy be 

o^rrr„sr.7<.ri^re"'o"o'i"r™»"rp,.n.o„« o. ..= .«.= as 
One 



59 

computer (CDC-7600) at the Solar Energy Research Institute. Connection is 
made automaticaUy, with the STES-TIS acting as an interface so that the user 
does not have to know the telephone number, password, or protocol of the other 
^° ' ?P" '^ ' ' ; ? th«r computer resources available through the STES-TIS, or used by 
STES, include PDP 11/44 and PDP 11/70 at PNL, DEC 1380 at MIT DEC 1390 at 
SRI and PDP 11/70 and VAX 11/780 a t LBL. iJ»u at Mil , DhC 1390 at 

Implementation of the STES models on the STES-TIS makes them avaUable 
s e c U T T M T ' " " " ' ' ^ ° ' " " " ' ' ' ' ' " ' " ' ^y encouraging transfer to the commercial 
sector. LLNL can also assist in converting the models to interactive use 
aUowing users to run the models without having intimate knowledge of The 

COMMUNICATIONS 

„ . ^ 1^1 STES-TIS offers many communications capabilities. Electronic mail is 
used to leave messages in the "maUbox" of users, who are notified when they 
enter the system. The STES-TIS also has a conferencing capabUity, whereby 
users sohcit responses to a message from other users. Terminal- to- termin^ 
communications are also possible, using the "write" and "Unk" commands The 
commumcation capabiUties of the STES-TIS are described more fuUy by Hampel 
and Schnebman (1980). '̂  

STES-TIS communication capabilities have aUowed the program office at 
PNL to keep in close contact with aU of the contractors. These capabiUties 
allow instantaneous transmission of messages and eliminate the delays in 
conventional mail. We stiU send signed copies, but they often serve primarily to 
confirm and formalize the messages sent electronicaUy. Rapid transmission of 
inlormation has led to more efficient management of the STES Program. 

TIS - WHERE DO WE GO FROM HERE? 

The main question faced by a potential user seeking information is where 
to find It and how to get i t . In response to these demands, we are installing on 
TIS an on-Une directory to major federal and s ta te information centers with 
automated , controUed dial-up where programmaticaUy required. This expanded 
capabiUty, supported by the Technical Information Center (DOE/TIC), is being 
developed in preparation of an integrated information network. User 
interaction, evaluation, and feedback is a dominant aspect of this development. 
Ihe prototyping is planned in three steps: 

1. On-Une Directory & Automated Access Controls. 

2. Standardization of Access & Post-processing Techniques. 

3. Transfer of TIS software to other centers. 

.,, The on-Une directory wUl make use of information and data gathered bv 
the Umversity of Tennessee on behalf of DOE/TIC. Initially, a delcription of 
each center and indication whether it is accessible by commercial 
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communication networks are being proposed ^^^'-^''^^'^Z^^l^ f"or the 
opened for those center where user demand and ^adine^ to pay lor 
information are present. FinaUy, the actual ^"^°'"^^''°'''^'2TeleJble 
files/models, etc., wiU be Usted on-line with direct connection where feasible. 

The standardization of access and post-.Brocessin^ieclHlig»^fnfntimeric 
heuristic expansion of the TIS command language f^r b-bhogriphj and "umenc 
data, post-processing of retrieved citations and ^ " ^ f ^^^^'^^^^.^^.^'e 
implementation and testing of the proposed ANSI/ISO X3Lb aata exe g 
standard. 

The transfer of TIS software to other instaUations is expected to be 
p r a c t i S h ^ l i f r a - i F ^ ^ I i ^ F ^ H i l U ^ ^ J - f - g 
compUers on other computers and their emulation °f.^]he UNIX operatmg 
system. The Meta-Machine implementation on TIS P'^^'^^J^H^^f^^l^^ 
flexible environment for the prototyping of the integrated f°/"Ration network 
It is expected to be capable of effective interaction in several commana 
languages and user languages other than English. 

DOE/TIC and other supporting organizations contribute to the expansion of 
the overaU capabUities for the TIS user community. Application forms for the 
use of TIS are included in the TIS User's Manual. 
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press or implied, or assumes an> legal liahilitv or responsihilitv for the ac­
curacy, completeness, or usefulness of any information, apparatus, product, or 
process disclosed, or represents that its use would not infringe privately <mncd 
rights. Reference herein to any specific commercial products, process, or scr> ice 
h> trade name, trademark, manufactures, or otherwise, does not necessarily 
constitute or imply its endorsement, recommendation, or favoring hv Ihe I niled 
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ENERGY STORAGE BIBLIOGRAPHY 

Solomon Rosenzweig 
The Aerospace Corporation 

20030 Century Boulevard 
Germantown, Maryland 20767 

Dr. AU B. Cambel 
The George Washington University 

School of Engineering and Applied Science 
Office of Energy Programs 

Washington, D.C. 20052 

ABSTRACT 

The status of the energy storage bibliography being prepared 
for the Office of Advanced Conservation Technologies of the 
Department of Energy is discussed. The approach was designed 
to minimize effort on the part of contributors and allow easy 
collection and annual updating of material. The proposed 
subject listings, indices, and citation format are presented, as 
is the method used to identify citations for inclusion. 
Documentation from 1975 to the present will be included in the 
bibliography. 

INTRODUCTION 

The Aerospace Corporation, in conjunction with the George Washington 
University, is compiUng a bibliography of reports and other documentation 
developed for or by the former Energy Storage Division of the Department of 
Energy, currently operating within the Office of Advanced Conservation Tech­
nologies. The goals of the energy storage program are to develop and demon­
strate, in cooperation with industry, energy storage systems that will increase 
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cial , residential, and transportation sectors. 

The major objectives of this bibliography which wiil « ^ ^ ^ - - ^ J . ^ ^ ; ^ 
from 1975 to the present, are to preserve the historical backgrou jy^ 
storage activities (account of stewardship), assist in the t r a r ^ e ^^.^^^ 
information from the researchers and developers o f . ^ ^^=-"t^^ ^^ ^^^,, easily 
community, and provide a document that .a" ' " te res te J^ jj 
obtain. It is anticipated that this document will be updated annually. 

current status and future activities. 

RTRLIOGRAPHY CONTENT. ORGANIZATION. AND FORMAT 

The bibliography has been tentatively organized as follows: 

1. Introduction 
2. Subject Listings 

Electrochemical/Batteries (ECB) 
Chemical/Hydrogen (CHY) 
Magnetic (MA) 
Mechanical/Flywheel (MEF) 
Thermal (TH) 

Indices 

• Authors 
• Organizations 
• Titles 
• Descriptors 

The subiect listings are based on the major elements within the energy storage 
proVarn Each of the citations will be placed in chronological order within the 
subfect listing. The indices are presented by author, organization that performed 
he work tftle of the citation, and descriptors. The latter are basically key 

words or 'phrases descriptive of the content of the document. 

The proposed format for a typical citation is shown in Figure 1. All data 
relative to the subject document is incorporated into this citation. The format is 
desfened so that the reader can scan the citation and readily locate the informa­
tion desired The abstract material in each citation is standardized. First the 
purpose is 'presented, followed by the major results. The approach used is 
presented in the methodology section. 

It should be noted that each citation will be identified by an index number 
consisting of two parts. The letters identify the subject (e.g., TH is thermal) , 
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Index No. ECB-1 

l i t l e : Uniform Assessment Methodology for Energy Storage Applicrations 

Author(s): Edwards, D.^. 

Address and telephone number of f irst author: 
The Aerospace Corporation 
20030 Century Boulevard 
Germantown, Maryland 20767 
(301) II2Z-I4732 

Performing organization: The Aerospace Corporation 

Sponsoring orRanization: Office of Advanced Conservation Technologies 
U.S. Department of Energy 

Publication date: December 1980 

Document identif ication: Report 80-520 

Nature of document: Detailed Presentation, System Analysis, Economic Analysis, 
Methodology ' 

Abstract: 

l^Spi- The purpose of this report is to present a uniform methodology for the 

aooacr.ro"ns Th " = * " " = ' ' ' . ^ "^ f ^ T ' ' ^ " " " " " > ' °* ^"^^Sy « ° " S ^ i " " " r ! L m so J 
applications. The obiective ts to develop a uniform methodology, input parameters, and a 
common expression for output perameters so that assessments of energ^ storage in solar 
energy systems can be directly compared. ^ ^ 

B^M: The result of this report is a uniform methodology for the assessment of energy 
storage devices used in conjunction with soiar energy conversion systems. A common 
analytic technique is presented, through which it wil l be possible to generate estimates of 
the value of energy storage systems in solar applications. 

"! , ' '^°^° '°Sy'. J \ '^P°" addresses the technological range of parameters to be 
considered in further assessments, develops the governing assumptions for those 
assessments, and discusses both the system methodology and the economic methodology 
The economic methodology develops figures of merit for further assessments for the 
homeowner, industry, and regulated ut i l i ty sectors and for the Nation. 

^n'H"s^n3l. '"M°1^^"f" ' ; ,,"J""°'""^ assessment methodology is being used by the Brookhaven 
and bandia National Laboratories and the Solar Energy Research Institute in the study 
Soiar Applications Analysis for Energy Storage." 

Figure 1. Typical Citation Format 
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and the following number indicates the -<i - - , : ' , ^ ^ , " , e ? n u m Ir S les ol 
citation is identified in all four indices by this same "de'c "umoe j .^ 
the index formats are presented in Figure 2. AU indices wiu 6 ^ ^ . ^ 
alphabetical order, listing index numbers that refer to the citation 

subject file. 

APPROACH 

The approach taken in developing the bibliography is designed to minimize 
effort on the part of contributors and allow easy data collection and annual 
updating. The major steps are as follows: 

. Current sources of energy storage bibliographic data were identified 
and reviewed, and an initial data base has been generated. 

, A procedure is being implemented for modifying and verifying the 
initial data and incorporating new data. 

• Printing and distribution plans are being discussed. 

Identification of Citations 

To identify appropriate citations for inclusion in the bibliography various 
,onr re , are being investigated by the George Washington University staff. These 
nciud" " p p r ^ p r i l t " da t f bases', other published bibliographies journals, an 

neoar tment of Energy and national laboratory personnel. One of the most 
f u c r a v e sources was^ found to be the data base of the Department of Energy 
Tech cal X m a t i o n Center at the Oak Ridge National In ormation Center. 
This data base was accessed by using the Department of Energy RECON system, 
an interactive online retrieval system. Using the "subject" thesaurus of RECON, 
?he e m s '^energy storage," "hydrogen storage," "underground storage," and 
"eLctrTc bat te r ies^ were selected. They were then cross-indexed with "conserva-
t i o n ! " ^ d 826 applicable citations going as far back as 1975 were identified. 

Modification/Verification 

To modify and verify past citations and to incorporate new ones a ques­
tionnaire has been developed that will be sent to all first-listed authors. The 
orma for this questionnaire is presented in Figure 3. For tl^ose citations that 

havTalready been identified, all available information will be '"^orporated, such 
as the t i t l e , author, e tc . Additionally, as can be seen in Figure 3, if an 
Abstract is already avaUable, its source and the actual abstract will be mcor-
p o f a t e d U the fas' item on 'the questionnaire, Providing all the pertinent infor-
mation avaUable is intended to facilitate the update. 

A larse amount of data is already on the TIC data base and has been 
captured on' magnetic tape. Software has been developed by the Aerospace 
Corporation to properly reformat these citations. 
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AUTHORS 

Ahrens, F. W. 

Design Optimization of Aquifer Reservoir-Based Compressed 
Air Energy Storage Systems 

MEF5 
Anand, R. 

Conceptual Design of Thermal Energy Storage Systems for 
Near-Term Electric Ut i l i ty Applications 

ORGANIZATIONS 

Argonne National Laboratory 
Procedures for Safe Handling of Off-Gases From Electric 

Vehicle Lead-Acid Batteries During Overcharge c r -n , 
Design Optimization of Aquifer Reservoir-Based Ctimprissed 

Air Energy Storage Systems , . „ , . . 
Mbr5 

Battelle Pacific Northwest National Laboratory 
Numerical Analysis of Temperature and Flow Effects in a 

Dry, Two Dimensional, Porous-Media Reservoir Used for 
Compressed Air Energy Storage f^--, 

Booz-Allen & Hamilton 
Mechanical Energy Storage Technology for Transportation 

Applications Project Plan , , . . . . , 
MEFZ 

TITLES 

Battery Technology - An Assessment of the State-of-the-Art ECRO 
Case Study of the Brownell Low-Energy Requirement Hou^e TH i 
Conceptual Design of Thermal Energy Storage Systems for Near-Term 

Electrical Ut i l i ty Applications , , . „ , 
1 ri2 

DESCRIPTORS 

Absorption 
Metallurgical Studies in Hydrogen Storage Alloys CHY3 

Alloys 
Heat Storage Materials _ „ . 

TH5 

Antimony hydrides 
Procedures for Safe Handling of Off-Gases From Electric 

Vehicle Lead Acid-Batteries During Overcharge ECBl 

Figure 2. Examples of Index Formats 

1 
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Tit le: Preliminary Development of the Band-Type Variable Inertia Flywheel (BVIF) 

Author(s): Ullman, D.G. 

Address and telephone number ot senior author: ^ " 

Performing organization: Sandia National Laboratories 

Sponsoring organization: 

Publication date: November 1979 

Document identification: 5AND-79-7089 

Nature ot document: please check as appropriate 

Introduction , overview , or summary 
Detailed presentation or examination 
Feasibility study 
Comparative analysis 
System analysis 
Economic analysis 
Technical design 
Systems summary 
Administrative plan 
Research plan 
Case study 
Conference proceedings 

(maximum 200 words total): 

Purpose: 

Result: 

Methodology: 

Additional information: 

D p r n N . An enerev storage flywheel with variable moment of inert ia, 
^ ^ m ^ - r ^ i ^ ^ o i ^o.r7^orl,. L p L e r control is introduced and studied. 
T h T s i c i f i c configuration addressed is the band-type variable inertia flywheel (BVIF). 
TWs hollow-she"! flywheel is packed with long, thin bands of flexible material mounted 
Uke the manspring'of a watch. The performance, equations of this configuration are 
derived and studied. A proof-of-concept model is described, and conclusions are drawn 
on the BVIF's operational potential. 

Descriptors now on RECON: Design, Q l ; experimental data, S; ilywheel energy storage; 
flywheels, T I , oT¥^pi^O; mathematical models; performance, Q l , D; stress analysis; 
theoretical data, D. 

Figure 3. Sample Format for Author Comment 
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Preparation for Printing and Distribution 

UniverX" w1l??eW°eVeacr d S i o ^ ' f o T t ' ^ ' t " ^ ^ * ' " " ^ ' ''' ^^"^^^ ^-'^'"gton 
The citations then wUl be entered into I lar."^' ' 1"°"'"'"""^' ^ " ' completeness, 
and index files will be generated bv the '^^f-^c^le computer, and the main file 
have been generated. thntTp^u? w ^ t e l t ^ ' ^ G m ' ^ c T o S ^ a ^ ^ ^ ^ ^ ''' '''' 
ready mats. Distribution plans for the finafproduct arrp'ending. " ' " ' ' " " ' • 

STATUS 

The current status of the project is as follows: 

Approximately 900 citations have been identified for inclusion to date. 

A questionnaire has been prepared for the authors to modifv and 
verify past citations and to develop new ones. ^ 

The activities remaining include: 

Distributing questionnaires to the authors 
Quality control of the citations 
Entering the citations into a data base 
Generating main file(s) and index fUes 
Preparing a GPO-compatible tape or camera-ready mats 

• 

• 
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ASSESSMENT OF PORTFOLIO ANALYSIS METHODS FOR R.D PROGRAM MANAGEMENT 

P. Nanda and K.C. Hoffman 
MATHTECH, Inc. 
P.O. Box ?392 

Princeton, N.J. 08540 

ABSTRACT 

ion 

proiect eval.iaHo.̂ o u i. fî ocess. in this assessment 

tion Model. These methods were evaluated in the context of 

anran^ltse ^"r'^""' ^^"^"^ ̂ "'̂ "̂•̂ -S infonnato" sources 
and analyses relevant to the selection of a RiD portfolio 
Recommendations are presented regarding t*e use orthese 

and nfo™at"''°" °' ''° -nagement along with other Ldels 
and information sources involving regulatory factors, national 
policy objectives, and other criteria against which R&D pro-
jects may be evaluated. ^ 

INTRODUCTION 

of the'N̂ tio'nal Ce'^terforinL^sls'o'fT''™^ '"'^-""'^^ ^^^ sponsorship 
Laboratory, for thels^fL^me^fo^f^Lth^rol^po'^tf^^TL^^^^^^^^^^ 
ment deals with the potential fnr nr=,̂ f,-̂  i '•'-̂ °-LIO analysis. The assess-
for R.D planning and'budgeting in the Office"of A°H '°"f.''° '""'^^'^ ""^°<^^ 
nologies of the U.S. DepLtme^t ^f^nerg^ L n Us^fi Id l^bora^""" '̂ '̂ '-When the study was initfafoH M,= • • tield laboratories, 

dealt with enLIystoJlse techno? P'̂ -̂'̂ ŷ ̂ "'"^" °f the project sponsors 
interests and rfsponsibfL ies of°the"; ""' ^he course of the study, the 
Of conservation te'chnologiL" Iltho^gh' hrLlH^ECHls'" '"'""^'^^ ^ ""^^ 
arily with R&D program management of fnergy ^ l l l l l \ t T^""' ^^^^^ P'̂ '̂"-
cussions and some conclusions have L ! ^^ T . ^ l technologies, the dis-
the broader range of energr^ons^^^^io^n^te^ctoloS::! ''"""^^ ^° ' ' ' ' ^'^' 
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The first step in the MATHTECH ^tudy.was thespe a o h obje 
tives and content of R&D portfolio analysis the ^<i«"^^f^^^"°^ °̂ „d criteria 
tual analytical system, the -f°™^^-" ""^f ̂falysi T^ n xi :tep accom-
for the evaluation of alternative ""^f °'i%°^4"^^f "^-.^lected set of portfo-

s-:t,"-.::.;:rL'sr":;L-i,™^":-«,;s.; "ii,..=.i.,- -
assessment criteria that were established. ^ ., • 

in the development and evaluation of P-^^^^^^.^r^fj^^Offirof Ad-
essential to understand the real oP"/-^^,-^^,^:: e^h other offices in 
vanced Conservation technologies and its interactio ^^^^^^ ̂ ^.^^ 
the Department of Energy, field laboratories and t p .^..^^.i,^ i„ 
performs much of the development ^""^^^ '"^P"^^^ „f the Office of Advanced 
markets. The research and development -^-^^^/^„°^ J conservation and stor-
Conservation Technologies cover a wide "nge ot ene gy ^^ ̂ ^^.^^^ 

age concepts. Quite often these conversion ^"^/""5^^5°3^3Pem such as a 
are components of a larger -ergy conversion and ^l^^J^^JJ^^'^^l^,,,,^^ ,, , 
solar heating -d .-oling^system or a .uild ng an^ele ^^^^^^ ̂ ^ ̂ ^^^^_ 
transportation vehicle. This dictates tne IIK , .ĵ  larger system 
standing of the private sector activities and -r^ets for the g ^.y^^ 

in which the conversion 0^^-^-/^^/°^; s tern L ^ in some instances, be 
R&D planning and management for the larger y y internal coor-
the responsibility of another office of DOE, a higti aegre 
dination of planning and analysis is required. 

The Department of Energy has utilized a^°™^/J:-j"/;„r°f.t::tfo;. 
and Budgeting System (PPBS) ̂ -^g^^^^^^.'^^^^f^^rindividual programs were de-
PPBS guidance and objectives are """^^^^^j^^ontinued use of a formal 

signed to "^/-P-^-^^rU DO Tu get "whfther it i::volves PPBS or some planning system for overall ^OE budge ^^^.^^^ ^^^^^^^ ^^^.^ ̂ ^ ^^^ ̂ ^^_ 

other ^/^t^™;"°"^^^^^^^f%^e existence of some formal planning system can 
agement systems, f^^^"' „^^^333ry coordination of analytical activities 
'""liffer^:?' f i es e pon ibirfor R&D management. Indeed, without this 
among different offices P .^ -^ ,„Ukely that any single of-

f-re'cLiru^derfake^'th: effort to develop a,.d implement a practical and 
comprehensive R&D portfolio analysis methodology. 

R&D PROGRAM MANACEMENT - A CÔ '̂-̂ PTnAT. ANALYTICAL SYSTEM 

grams is a complex P"^"= "^^^ ^^^^^^3 j^^ components and systems which 
ing discip ines -^/^^ P/^^-^^^.^e importance In the planning and evalua-
: " 'of R&D prSectris'considerationof the diversity of technical approach-
r^nd evaVatiorcriteria that apply to the various stages in the research, 
development, and demonstration or commercialization cycle. 

The research stage includes basic and applied research, as well as ex-
The research stag ^tjective at this stage is to prove the scienti-

ploratory development^ The Ob J ^^^ innovative technologies arise 

fie feasibility of a "^" " f / ^ „^„iiy insufficient information to evaluate 
from the sciences and tl^-^^/= S^^^^ / .̂ ^ .^,^ „ 1 , 3, ̂ his stage. 

the market l°l^lllf ^J^'^^..IZl Innovation, the research stage is usually 
'." r r ^ n a level of effort ba!is with the primary criteria for funding in­
volving the arabil ty of the investigators and the overall importance of the 
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area of scientific discipline (e.g. importance of catalyst or surface chemis­
try versus high energy physics). surrace cnemis 

cializltion 'thrn^n-T".'" ^h\f°ll°-"8 stages of development and cotr̂ er-
er s L s and - t ' •̂ 1 !""' ''""" '"̂ "̂̂ '' ̂ " '^™^ °f technical charac-

bilitv to f V 1 •'"^'^"'- ""̂  '^" ̂ "" °^ information expands, the a-
L!k^^ '° ̂ PPly.^y\l"^tion criteria related to the chances of succes^ the 
markets which will be affected, and the overall public benefits of h; ech-
the l&D cvci:" ^"^^S"^f--tly- The objective of the development stage n 
the R&D cycle is to prove engineering feasibility and to begin to defiL the 

or::iaU:::":"r'"-°\''?\^^=*'"°^°S^- -^-^ll^' ^^^ dfmonslra^iror 
se^es to futlv ch^ : '" u"" "^^ P"""^ ^ " ' ° ^ ''^=°'"" predominant 
echnolo^y ^ i f '"''" '^" "'°"°'"̂ '̂  """̂  cotmnercial feasibility of the 
subiec to'foL " ' ̂ '' r™"''^ ^""°'"^= ^"y l^^S^ investments and is subject to formal economic analysis of alternative projects. The need for 

orncel^'f"^™^'™' .'"'' ̂ ^^1""^°" f ° — ^ on the planning and management 
process for research and development projects carried out by the Office of 

volves '^r'?""'"" Technologies. This planning and management process in-volves such elements as: & f 

1. Establishment of R&D program and project goals. 
2. Selection of programs and projects. 
3. Budget level for programs and projects. 
4. Monitoring and evaluation of ongoing programs and projects. 
3. Termination of programs or projects. 

Most of the formal portfolio analysis methods that are available require a 

Tr7JlT ^"l^^i"! "̂d economic characterization of the technology or 
project being evaluated. Thus, they appear to be most applicable at the 
Iln stf "'"P^""^ individual projects in the deVelopment and cotMiercializa-
tion stage rather than broad program areas or areas of basic research. They 
the c^,?''. '? broad program areas by dealing in a "bottom-up" fashion wiL 
the collection of individual projects or elements within the programs. 

A number of relevant factors that are beyond the scope of analytical 
responsibilities of the Office of Advanced Conservation Technologies will af-
d^' 1 relative priorities, budget levels and decision criteria used in the 
development of a balanced R&D portfolio that properly reflects the role of 
government programs These relevant factors may be organized around the ma-
related . r .In ^ " / ; ? " - 1- Seven major categories of information are 
related to the R&D portfolio analysis and must be considered. In a large or-

fred"byT;-fr' "' "^^ ":'• ^^P"""^"^ °' Energy, each of these may be'cov-
ered by a different organizational unit. In any case, whatever the source 
this range of information is needed to make proper R&D decisions. 

<:,-,.ni?̂  methodologies evaluated to support portfolio analyses range from 
Crileria'thT. T ' " " " " K ? " '^"^"^ requiring computer and staff support 
Criteria that have been established by MATHTECH for the evaluation of portfo­
lio analysis methods are outlined below. The categories A, B, and C apply to 
both judgemental and formal analytical portfolio analysis processes, while 
category D applies only to the formal analytical methods 
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Figure 1: Conceptual System for R&D Portfolio Analysis 
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A. User Convenience 

1. Extent and availability of data requirements and the existence or 
absence of a data base. 

2. Transparency regarding assumptions and analytical method. 

3. Ease of use by DOE staff and support laboratories. 

4. Cost and level of staff support required to operate system. 

5. Turnaround time for specific analyses. 

B. User Relevance 

1. Ability to incorporate judgemental information and to reflect the 
effects of uncertainties. ••ci.iei.L tne 

2. Degree of involvement of R&D manager. 

3. Usefulness of output for project decision. 

4. Usefulness of output for budget decisions. 

projf;t s^T^^tionS''' "''' " ' ' '^'"''^ '° incorporate user criteria for 

C. Technical Content 

1. Treatment of storage and conservation options. 

• I' ^^^^'^^iPtion of technical system,e.g., building, utility grid, etc 
in which technology will be deployed. 

3. Consideration of system level impacts. 

4. Consideration of public costs and benefits in addition to private 
sector incentives. p̂ j-vai-c 

5. Consideration of regulatory interactions. 

6. Environmental and safety issues. 

7. Ability to deal with other required information: 

- National policies and strategies. 

- Private sector market condition and commercialization incentives/ 
disincentives. j-^^ciiLives/ 

- R&D program information and estimates of likelihood of success. 

D. Methodology Content 

(Applies to the formal portfolio analysis methods only.) 

1. Ability to handle diverse criteria for program/project. 

2. Consistency of the problem statement with the goals of the R&D 
manager, and validity of the assumptions made. 

varl^hl.^^^d^'f °^ ^f relationships between the endogenous and exogenous 
variables and of any functional forms assumed. 
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4. Appropriateness and accuracy of the analytical tools used in the 

methodology. 

5. Validity of the algorithmic process used to translate the methodology 

into a usable model. 

6. Assessment of the sensitivity of the methodology to a changing opera­

tion environment. 

7. Assessment of the predictive validity and plausibility of the model by 

an analysis of the case studies to which the methodology was applied. 

8. Documentation and peer review of the analytical system. 

CONCLUSIONS AND RECOMMENDATIONS 

The development, implementation, and maintenance of an operational 
portfolio analysis method by the Technical and Economic Analysis Program of 
the Office of Advanced Conservation Technologies represents a significant 
commitment of both staff and budgetary resources. Any comparison of al-
ternate approaches must include the option of foregoing any formal analytical 
method. The assessment of which method, if any. is most appropriate must 
be based on the specific planning needs and capabilities of the Office of 
Advanced Conservation Technologies, as well as the planning and evaluation 
methods used in the Office of Conservation and Solar Applications, and in 
the Office of Policy, Planning, and Analysis. Taking these factors into 
consideration, along with the past implementation within DOE of a formal 
Planning. Programming, and Budgeting System (PPBS). we conclude that a for­
mal and standardized portfolio analysis method should be implemented m the 
Technical and Economic Analysis Program. At the time of this writing, it 
is not clear whether PPBS or a similar formal system will be maintained in 
DOE Our recommendations are contingent on the continuation of a formal 
system, since there must be a high degree of interaction between the Technical 
and Economic Analysis Program and other offices. It is likely that the 
necessary degree of cooperation will exist only under the impetus of a formal 
DOE-wide planning system. Our recommendation that a formal portfolio analy­
sis be implemented is heavily influenced by the nature of energy storage 
and conservation technologies as critical components of a wide variety of 
energy conversion and utilization systems. 

The portfolio analysis process may be thought of as a three-step pro­

cess along the following lines: 

Step 1. Development of criteria for ranking of R&D projects. Examples of 

ranking criteria now employed are as follows: 

• Oil and gas savings (PPBS Objective) 

• Commercial potential (PPBS Objective) 

• Environmental, social, and institutional impacts (PPBS Objective) 

• Need for Federal program (PPBS Objective) 

• Project benefit/cost ratio 

• Energy savings potential 
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• Probability of technical success 

• End use applicability 

pSram selê cL̂ o'̂ .Ind'"''̂ '̂ °' ''°''''' °' ^"^"^ ^^^^"- -^-^^^ f°^ « -

fo^'seiecti^:'"''"" °' ̂ ""^'"^ ̂ "'̂  '"P^^^ information into project ranking 

niques^\v\^'w\'i°?n''^h^s°'st%\°o"th\'s'°ov\°r\\\^^%oT^'°'^ ̂ ""̂  supporting tech-

srt-r^:r?e%slnSi 1̂ -̂ ^̂ ^̂ --""̂ °̂ ^̂ ^̂ ^̂  
number of quantlL^i^rp^^gr^ e"ratio\^^:i"rirth^us°^^t^is" T ' "' ^ 
the critical second step of the process The T̂ h V , ""^ supports 
activities, the development of group te^hnlolf^ "° ""^^^^^ °^ two 
estimates and impacts (Step 2) fnd the f t- • ^"^^^"2 ^t subjective 
ject Selection Model to the integration n f ° " °' " ""^"-Criteria Pro-
constraints to arrive at an overfll r^W °^ estimates under budget 

while^not ' ^ r " ''" '"'"="' parameters and'relationshipsire captured 
while not attempting to incorporate too much detail. This is the essential 

in tech '1""""'' °' '""^^ conservation options. The major deflclenc^ 
in technical content is that system level impacts due to changes in toal 
spL:"::rstoraf '"' - f d-|-s in buildings (e.g. impacts'of cust^^er 

:r̂  :d rr,i-:^:----,-L^--i-^^^^ 
Figure 2. -corporate specific technical details is sunnnarized in 

charactejistlcfof ""•'"^ '"̂ '̂ ''̂  presented in Figure 2, the technical 
aPDHc.^ °f -"ajor storage technologies for building and utility 
applications are already included in the ANL-University of Chicago system 

L'\;;i-5": ::rrs.-"-1—ri;."SS-.T:iir.S" 
factored into the portfolio analysis process using the Multi-CriterL Project 



FIGURE 2: SUMMARY EVALUATION OF TECHNICAL CONTENT OF PORTFOLIO ANALYSIS METHODS 

TECHNICAL FEATURE 

1. Technical and economic characteristics 

- Storage 
- Conservation 

2. Description of technical system in which technology 
will be employed 

3. System level impacts 

4. Regulatory effects 

5. Environmental and safety issues 

6. Other information 

- National policy objectives 
- Market penetration 
- R&D program information (progress and estimates 
of probability of success) 

- Budget limits 

EVALUATION OF STATUS 

I (ANL) 
F 

I or C depending 
on sector 
I or C depending 
on sector 

C 

C 

C or F 
I (ANL) 
I(ANL, U.of Md.) 

I(Lehigh, U.of Md.) 

Legend: I - Î ncluded at this time. 

F - Not now included, but can feasibly be added to present structure. 

C - Not now included, but can be introduced by using other models or data sources. 

X - Not now included, but extremely difficult to add to system. 



77 

Selection Model developed by Lehigh. Budget limits may also be introduced 
into the University of Maryland Hierarchical Prioritization Model, but with 
considerable difficulty. 

The end-use market orientation and the modular structure of the ANL-

a wlde"r n'ge o altfrn:?''" '''°"' '°'' ^'^ ^'^""^^°" °^ '^^ -thod t f over 
whllethls feature Is nnt" ^°"^^'^3^"°" technologies; thus it noted that 
wniie tnis teature is not now m the system, it is fpasiKio f„ ,JJ ,-U 
additional technologies to the structure. feasible to add those 

It is apparent that the major deficiencies of the system as it now 
exists are the inability to deal with many of the largeraJstem-levelLpacts 
associated with changes in end use devices, interactions with regulatory 
issues choices between supply-oriented technologies and end use lechnoLgies 
and other national policy objectives. These deficiencies are understandable 

perllnlnt t "''' '° '°'"^ '""^ ^ " ° " °" ^ P " ^ ^ - technologies and markets pertinent to energy storage. It is true, however, that both storage and 

ni::::t o " :Uh"°th'''' '"̂^ '^"'""^ ^°"^°"^"^^ °' ^^^S- ^ S " - -' ̂ he interactions with other systems are important. As an example, the widespread 

wUi°fff::t°th"l r"'"'''""''^^ ''°'^'' °' electricity or ^hermalen g ^ 
Toad If I ^'"'^^- ^"' therefore, the market for central station 
load leveling systems. Regulatory policies such as marginal cost or time-
are of vltat"' I '" '"'" f ' ' '°'' °' ''̂ ^̂ ^ "'̂ •̂'̂ ^̂ - Such interactions 
are of vital importance to the assessment of projects and must be included 
avall!birtr.'' ^°""r^f y- there are a large number of system level models 
available that are probably compatable with a portfolio analysis system. Thus, 
the problem is not one of building a single, larger scale model, but is one 
of allowing for the flow of relevant information to the portfolio analysis 
system trom these more complete energy system models. 

Our basic conclusions and recommendations may be summarized as follows: 

1. A formal and standardized portfolio analysis, method should be developed 
and implemented within the Office of Advanced Conservation Technologies in 
order to deal properly with the complexities of markets for energy storage 
and conservation technologies and to relate Office plans to overall object­
ives as represented in such formal planning mechanisms as the Planning. Pro­
gramming, and Budgeting (PPB) system. 

2. It is judged to be feasible to assemble the basic components of a port­
folio analysis system drawing upon existing analytical methods and informa-
ion sources. A basic system could be assembled from among the projects re­
viewed here, augmented with improved information and selected special topical 
analyses from the Energy Information System, within the FY 1980 staffing and 
budget levels of the Technical and Economic Analysis Subprogram. 

3. The portfolio analysis method must be operationally simple but must deal 
with the essential DOE objectives defined by the Secretary's Office. The 
need to keep the system operationally simple requires that allowance be made 
to utilize external information sources as well as judgement when other in­
formation is either not available or not relevant to the problem at hand. 
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4. Of the candidate systems that were reviewed in this study, the Argonne 
University of Chicago cost/benefit method comes closest to providing the 
level of project-specific detail necessary to meet the needs ot the Oft^ce 
of Advanced Conservation Technologies. Its modular structure is compatible 
with the needs to address a variety of technologies. The approach also 
allows for the introduction of information based on judgement and other 
analyses. 
^ UhilP some of the information needs can be filled by initiating comple-
L t S s t u r p r o j e c I s within the Technical and Economic Analysis Program 

the Energy Information Administration. 

6 Uniform methods should be developed to estimate the timing and cost of 
L Slogr^s and their likelihood of success. Much of this - f ° ™ f - " / = -
bfassembled by program managers; however, some peer review process will be 
necessary to protect from biases. 

7. information on overall priorities, objectives, and other "^^^^^^^^ 
which the effectiveness of storage and conservation P'̂ °g'̂ f ̂ "^{„^" f p^Ii„ 
can be provided by the Office of Policy, Planning and Analysis m the Policy 
and FISIII Guidance document prepared under the PPBS or similar planning 
system. 

8 System level impacts are critical to the evaluation of energy storage 
t;chnriogIes in the electric utility sector, for example, it is impor ant 
rtnow how storage and conservation might lead to changes - the overal 
load curve affecting the generating mix. beyond the simple displacement or_ 
leaking unit Thele are'also potential system level impacts of some signi-
Ilcancl In building and transportation applications of energy storage. At 
ficance in Duii ^ estimating such system level impacts 

irthf Off ce : lied Inalysis in the Energy Information Administration. 
A well-designed analysis could provide some basic system level impact in­
formation that could be used in a portfolio analysis system. 

9. Further work on portfolio analysis methods should be coordinated and 
f;cused on operation planning and budget needs of the Office Staff This 
cooldlnalion can be achieved through live demonstrations and workshops. 

A summary evaluation of the content of the portfolio methods that were 
reviewed, relative to the endurance criteria, is presented in Figure 2. 
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R. Giese, P. Jones, and C. Maslowski 
Argonne National Laboratory 

9700 South Cass Avenue 
Argonne, Illinois 60439 
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ABSTRACT 

The RD&D Evaluation System is a computer-based, inter­
active analysis system for evaluation of DOE programs. The 
model is intended to facilitate rapid, frequent evaluation 
of alternative storage applications and technologies and has 
been used by DOE in its Program Planning and Budgeting 
System (PPBS) process. The System embodies a modular, 
technology-oriented, benefit/cost approach to RD&D evalu­
ation. The system is supported by technology, price, and 
market data bases each of which is independently accessible, 
consistent and easy to use. For each technology, benefits 
associated with reductions in resource (energy, capital, 
labor, etc.) use relative to the respective baseline tech­
nology are calculated. Results are region specific and 
include adjustments for social costs. A present value 
technique is used to consistently include future costs and 
benefits associated with each technology. Technological 
uncertainty is handled explicitly through program manager 
inputs; market penetration algorithms are tailored to each 
application area. 

INTRODUCTION 

Research and development is an investment activity with returns and 
costs subject to the same evaluation principles as other investments. The 
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fact that returns are more difficult to - a s - e th n f ma^n^ 
returns has been an impediment to bringing the t°o\s of ^^ ^.^^ ^^^ 
on the analysis of research and development ^°^^'^^ „,„ technologies 
involved both in the probability of - " " / ; " "^/J/X probability that a 
from a given type of research -^ development and the P ^ ^^^^^^ 

technology, if developed, will use \-| --"-^"^.'^luating research and 
than existing technologies. The di"icuitie ŝ from economics 
development are increased by the need to "»^ "^ ^̂ ^̂ ^̂ J, 
with knowledge from the engineering and physical sciences. 

Research and development involves ^-["^''^"ZilTclTcer^^^^^^^^^ 
private decision making that have ^^^^ .°«. ̂ ^/^^ .'^"telhnologies will be 
been insufficiently studied. Determining which ..ec ^^ g ^.^^.^.^^^^ 

competitive and eventually enter the ""^^' P.̂ '̂̂^̂  ' Maximizing return 
level, at the heart of private -^tordecis-n making ^^^^^^^^ .^^^^. 
on investment is one of the primary °^J"'[^^^;„^7,' ,h, Lrket when they 
vention, energy-conserving technologies will enter ^^ ̂ ^^ 
yield rates of return higher than f̂ '̂̂ \"? J " t e f l o n costs, or improved 
L rising alternative fuel prices, ^ll\^l\\^^J^Zl%'° Under these condi-
efficiencies because of ^technological breakthroug ^^^.^^ -^ ,,,„3 
tions, private sector firms may realize «""i=^^ investment in 
of a forecasted time stream or revenues to justity 
RD&D costs. 

There may be several reasons for wishing to accelerate this process: 

1 Significant benefits may exist for society in terms of spillover 
effects that cannot be captured by the individual firm, 

or disruptive price adjustments. 

to capture benefits earlier and achieve public objectives. 

AS an investment of .^^^^ ^ ^ ^ t ^ ^ i i l i ' d T l ^ I i r ^"^^ch 
can provide useful insight. ^ ^ 1 ^ = ^ ^^^,3 tut to provide a frame-
obviously economic measures X^^°W'/^t'"^,, 'return, measured in the 
work for deciding how to obtain the higtiesc 
broadest sense, on public investment. 

f Id where large commitments are being made, the need 
In the energy field, where large ^^^.^ja^iy great. The work out-

for effective evaluation P""'^""' _ P^^aluation procedures through the 
lined here extends and enriches "^"y . „f Chicago, Argonne National 
combined contributions of the ^̂__ provided a methodology for 

Laboratory, and its «"''"""f''°". ̂3 improving data for use within this 
evaluating RD&D investment strategic , ^^^ technologies in the 

framework, and involving those familia 

planning process. 
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RD&D EVALUATION SYSTEM OVERVTFW 

The RD&D Evaluation System is a computer-based, interactive analysis 
system for evaluation of DOE programs. The model is intended to facilitate 
rapid, frequent evaluation of alternative storage applications and tech­
nologies The system can be used to evaluate a new storage concept or to 

sole t f "^7""'. '° ^r ^" '"''^"^ P^°S""'- T*'̂  P^g"- -n-ger solicis cost/performance data concerning the new concept. These data are 
echn^ f -del, which provides a comparative analysis of the new 
technology for a selected application area. The model calculates the cost 
of providing a given service (e.g., space conditioning, transportation). 
estimates market penetration and associated energy savings/shifts, and net 
benefits. This information, together with additional outside expert 
evaluation assists the program manager in making a funding decision. 

The system has been used to assist DOE in evaluating alternative 
T°f^T ^ T '" the context of the Program Planning and Budgeting System 
(PPBS). Figure 1 illustrates this application. In this case, the DOE 
program manager provides the projected technology cost/performance data for 
each alternative budget. Changes in projections of benefits and costs and 
associated energy savings/shifts for each technology can help to redefine 
program emphasis and direction, establish new program goals, and develop a 
budget submission. 

ANALYSIS APPROACH An overview of the system structure is provided in 
Figure 2. The system embodies a modular, technology-oriented, benefit/cost 
approach to RD&D evaluation. The system is supported by technology, price 
and market data bases each of which is independently accessible, consis­
tent, and easy to update. 

For each technology, the program calculates benefits associated with 
that technology based on reductions in resource use (energy, capital 
labor, etc.) relative to the respective baseline for social costs (value of 
oil imports, tax effects, environmental effects, etc.). These benefits can 
then be compared with the associated RD&D costs, both public and private. 
A present value technique is used to consistently include all future costs 
and benefits associated with each technology. In addition, quantification 
of technological uncertainty is handled explicitly through program manager 
supplied inputs. 

STORAGE APPLICATION AREAS The rate and extent of market penetration are 
critical variables affecting the estimated benefits of each technology. 
Market penetration is in turn a function of the benefits of each new 
storage technology relative to the corresponding baseline technology. 
Finally, the market penetration calculations must be tailored to the unique 
characteristics of each market. For these reasons, each storage technology 
has been classified into one of four application areas: 

• Residential/Commercial Space Conditioning 
• Electricity Production 
• Transportation 
• Industrial 
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area i^Figurf s!'""^' technologies are grouped according to application 

SYSTEM DEVELOPMENT TASKS 

t.rhn^I °"'" '! t^^'^l'^^ ^ complete analytic capability for all storage 
technologies and be able to provide comprehensive and timely results," 
phased approach to system development has been adopted. Phase I represents 
a first cut analysis. Simplified algorithms for technology characterlzal 
tion and market penetration have been developed for all storage technolo­
gies. Combined with national market data bases, the Phase I fna ysis has 

for threl -° " ' w " ' '"' '^"'"''^ attributable to each storage technology 
for three snapshot" years -1985. 1990, and 2000. During subsequent 
phases of system development a complete analytic capability is being 
I n Î H H "^ ^^^ / ^"hnology. for all storage technologies. A more 
detailed discussion of this advanced system development follows. 

TECHNOLOGY MODULES A separate technology module is being developed 
for each storage technology application listed in Figure 3. The cost of 
providing a given service for each application is a function of not only 
the device cost/performance variables, but also of regional variables, such 
as weather. The time period (i.e.. 1980 vs. 2000) can also affect the cost 
of providing each service mainly due to changes in fuel prices. Therefore 
1980-85 tr20l5-20°"' " ' Performed for eight five-year time periods from ' 

The basic functional format for each technology module is illustrated 
in Figure 4. Beginning with input cost/performance data and interactive 
input from the program manager, the probability of technological success is 
calculated. This is used to generate three (low. mean, high) sets of 
cost/performance data which are used to calculate life-cycle costs for 
providing each unit of service within the selected application area. These 
Ufe-cycle costs together with the comparable baseline technology life-
cycle costs enable prediction of market penetration. Finally, net benefits 
(private and social) and savings are calculated for each region and time 
period. 

c 
At the heart of each technology module is the simulation of the key 

ost and performance trade-offs for a given application. This feature 
ensures realism and permits the use of the module for performing sensi­
tivity analyses. For example, in simulating electric vehicles the battery 
model includes: 

• Specific energy vs. average power. 
• Specific power vs. specific energy, 
• Battery cost as a function of total energy and power, 
• Battery scale effects, and 
• Specific power and battery lifetime as a function of 

depth of discharge. 
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lfJZ^r^•T ^"T '^"'^" "n=traints, vehicle design is optimized to 
defined by! ' "''' associated with a given vehicle mission as 

• Minimum power requirements, 
• Payload capability, and 
• Probability distribution of daily trip lengths. 

PROBABILITY OF TECHNICAL SUCCESS The probability of technical success 
co°n: rts'^L^^i^f ^"7-^-''. — - n t s of new tech'nology perfrrL^ce aL^ 
converts this information into quantitative probability statements. The 
module was designed for minimal input information requirements. 

In order for the routine to have general applications, all questions 
are phrased in terms of best and worst case conditions. Thusla col 

f o r T h ^ . r . T ' " ° ? ' "'" °^ ^^^^ <'°^1" " = ' "hile the worst case 
for a battery discharge efficiency parameter might be a low value. Next 
the user is requested to give his estimation of the probability that the 
realized value for the parameter will be better than the DOE program goll! 

nIoh.h;T> ^>, ? 1°"' ":" "'" ^̂  requested to give his opinion as to the 
probability hat the realized value for the parameter will be better than a 
program supplied reference value. 

The choice of the probability benchmarks are purely arbitrary. The 
DOE program goal is used simply because it is a familiar number to the 
project manager and. therefore, it might be easier to decide upon an 
appropriate probability for this benchmark. 

MARKET PENETRATION The current version of market penetration is based 
upon a segregation of the national market into geographical and technolo­
gical submarkets. A least-cost adoption criterion is used for each submar-
natioir P^^-^f-by-period basis. These result^ are aggregated to obtain a 
national market penetration curve. 

An improved formulation of market penetration based upon a dynamic 
competitive market model incorporating consumer preference behavior is 
currently being developed. The functional form is given by the following 
relation: ° 

"i^Cc.Cfi.t) = a*g(Cc,CN) * S(t) (1) 

where 

"i(Cc.CN,t) represents the market fraction for the new technology in 
submarket i for time period t; 

a represents a substitution index which measures the relative 
quality of services supplied by the new technology relative 
to the conventional technology; 

g(Cc, CN) specifies the level of ultimate market penetrations as a 
function of life cycle costs C^ and Cc for the new conven­
tional technologies respectively; and 
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Historical data on previous adoption of technological innovation is being 

used to estimate the functional form of g and s. 

S!EIOKnm^^I^^MM.. '̂̂ ^ "^f %'d"Intt'to'"c'a^°:g^r?e's '^-%e:hn"or-
^TilTm can be functionally ^-;\^^\V''°^^^^° d/^a The technology cost 
specific cost and Performance data and market data technologies 

and performance data bases ^''^^^''"l',\^^^^^\,^ provide the basis for 
against which storage technologies must compete p^^^ ^^^.^ ,,,ociated 

^^eLfuT^^rse^L^rbreslesrirth^n each technology module and are 

user acc;ssible during the evaluation process. 

„f -f the information used by the 
The market data base ^---^^^""^.^/Ukets out to the year 2020 

various technology moduels to .'j'̂ aracteri individual or groups of 
The data base is easily ^ocessible to the ̂ ^^r an ^^^^ ^^^^ ^̂ _̂ 
data can be retrieved and updated w.thin the syste ^^^^^^^^^.^^.^^ ^̂ ^ 

ments include data on housing «",f^;"''statlstfcal Areas (SMSA) and rural 
the largest 65 Standard Me'^°P°l^""/'.f/',Vt, for 158 urbanized areas, 
areas of each state, ^'""^P-^^'^.^^/^^'n" /.^iJx and demand projecting 
regional "gather and fuel price da a and fuel ^^^^^^ ^^^.^^^_ 

fata^blsfTs \rteing"?;tend^" "\nclude projections for commercial 

buildings. 

i-H-i^^^i^^^ 1- ^r"^:u:t"L^::kln^^t\Vcortnro';Lfto 
TTocess and innEhT market P^/" /"^^.'^^^ „\\'I Projects can be related 
maximize the return of the '"'^".rZelrcl eHovt spent on one project 
during the RD&D phase because ^^^ ."^f^.f 3n„ther project. A relation 
produces knowledge that can be ^PpUed t° ̂ ""^"^^ ^̂  ,̂̂  ,„^,ess of one 
Ltween projects in the -^^^f^l/^l^^l\^:\ZZ fo^ aether technology and 
1 ^ : ^ % ^ the-be^fi^t^ r e i r d from the two projects. 

The presence of ^-se dependencies " - / ^ - A o ^ m X r a c I o u ^ s ^ f " 
as a group rather than independently. The portr criteria for 
these in--lationships by t e d , e t^o^f^^a^^ ^^^ ^^^^^^^^ 
choosing the component projects 
benefit for a given RD&D outlay. 

Because the model -<'"i7^/^^r;e^^:L^tsTbt°Int°e"rdl'p:n^e:cIe; 
ility of technical success and knowledge of the possi ^^ ^^.^ 3, a 
betwLn projects, the portfolio -^el may not -l-;;.„^^^/^^./^^^el as a 
first step in the funding P^°"=/.;/J^" ,°-ei t funding, we delineate a 
realistic tool for ^^«^-\\YnV°I,e points at «*>ich the portfolio model 
general time sequence, indicating tne p 

may be used. ^ 

file:///nclude
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RESULTS AND CONCLUSIONS 

Although the RD&D Evaluation System is still being developed the 
current system has been successfully used to assist DOE in perfo'rming 
numerous analyses. This section summarizes two such analyses. 

Stor J" """^ll 'I ^'I'"'- S*'' ^°^ '^'^ ^ ° ^ " °" "Distributed Thermal Energy 
Storage in the Residential Sector: Commercialization Readiness Assessment 
and Implementation Strategy," the system has been used to perform a 
regional benefits analysis. This analysis showed that by the year 2000 
total sales of TES space heating units of 4.5 million units and repre­
senting an aggregate charging capacity of 100 GWe were feasible. The 

8ri.nd"'7nn^ ,V' "'T ?""^^ "̂'̂  cumulative oil/natural gas savings of 
80 and 700 million barrels of oil equivalent respectively and a total 
discounted customer cost savings of 14 billion dollars. These oil and 
natural gas savings were primarily a result of substitution of off-peak 
electricity for direct combustion of oil and gas in the end-use sector. 
Finally, the regional analysis indicated that these benefits were primarily 
concentrated m the rural areas of DOE Regions 4 and 5. 

The system has also been used to quantify energy savings and shifting 
u" IT. storage technology. A recent analysis performed for use by DOE in 
the PPBS cycle has estimated total annual oil and natural gas savings and 
net energy savings for the years 1985, 1990, and 2000 for three cases-
market saturation, continued DOE program, and no DOE program. With con­
tinuation of the DOE program, total oil and natural gas savings for the 
year 2000 have been estimated at 2.8 quads. These estimates represent 
approximately seven percent of the potential savings attainable under 
complete market saturation conditions. With no DOE program, the savings 
are approximately 20Z of the with-DOE savings case. 

These two examples illustrate how the RD&D Evaluation System has been 
used. Other potential system uses include: establishment of RD&D program 
goals through sensitivity analyses, determination of the need for more 
detailed system analyses and data requirements, and quantitative data 
inputs for use in future portfolio analyses. 



90 



91 

CHAIRMAN'S SUMMARY OF PANEL DISCUSSION 

SESSION II 
INFORMATION MANAGEMENT AND R&D EVALUATION 

Dean W. Boyd 
Decision Focus Incorporated 

5 Palo Alto Square 
Palo Alto. California 94304 

.ardTnl R&D nro t f " ' ° " ' '°'="'"'' exclusively on the presentations re­
garding R&D project evaluation and portfolio analysis. In fact the dis-
cussion was concerned with the usefulness and applicability of Explicit R&D 

of°'thrsp:: Ilc'I^ch:-'"'"":^ '- ^ T - ^ -̂'̂  °"" °"^ ^ - - ^ ° " d̂d'rê sed "e 
askedl 'P""^'^ techniques discussed. Broadly speaking, four questions were 

1. Assuming a changing emphasis in the current administration toward 
funding relatively more basic research, are explicit evaluation tech­
niques and portfolio models still useful? 

^' i L t i r n P""^"l ™ y '° test portfolio evaluation techniques 
against historical experience? 

3. Although portfolio analysis might be useful in sorting out "big-
picture issues among generic technologies, is it really potentially 
useful for distinguishing among particular technologies? 

^' l^f A " "^^ importance of various portfolio interactions and how does 
the Argonne National Laboratory/University of Chicago (ANL/UC) an-
proach treat these interactions? 

these'^Juefllonr'"' ̂ ^^^^P*^^ summarize my understanding of the responses to 

r-ono"? "!? ^^''^^^ '''̂ ' evaluation of R&D projects with long-term pay-offs is 
r s not ^'"°H%^-" '"'' ''"" evaluating projects with short-teL'pay-^f 

and nello ° ' ''\"̂ '̂ "̂ ' '° ''"̂ "'î y the uncertainty in the technology's los ' 
and performance, but sometimes it is difficult to specify even the markets 
that might be relevant for the technology. However" it was agreed that ex-
P icit evaluation techniques still have an important role to play in under­
standing long-term possibilities. The discipline of going through I logical 
and explicit process insures that whatever information is available w If be 
used. For example, the evaluation techniques can quite often be used tn I! 
erate insights rather than to generate final bottom-linef hat are dog^atfcll 
ly accepted one way or another. Most evaluation techniques can be uIuLed 
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eo answer "what if?" questions. I an advanced - f ^ ° ̂ ^ L anolher exam-
performance goals, what impact would it have ^"J^%»"^^^^-„^, 3n3„ers to 
^le, the evaluation techniques can usually be used to ̂ ack out ^^.^^^^^ 
questions like what minimum Performance § - = ̂ ^^^^^^f f°,i ,Lbers agreed 
technology to make a market Penetration of 20/.̂  Several p ^^.^.^^ 

that such analyses, even if they were "f^.f^f°™f i^Igfportion of the fed-
bottom-line portfolio analysis, could still save a large p 
eral energy R&D budget. 

retrospective testing of portfolio evaluation techniq^ 
agreed to be impractical. Since the R&D process as a ^^^^3 ^ve test 
teracting parties both in the public and P"^^"^^f "^^^^ by each party but 
would require reconstruction "Ot only of the "P^-^/^-^^^^^.^^ ,^J^ ,,e par-
also the information held by each P f ̂^̂ • .f ̂^'^^^^^^^1 if not impossible. 
aes. Obviously, such a - - - ^ - ; ^ - ° ^ , ; „ T o -^-^""^ ^"^' ''^"" '' 
Our effort would be much better spent crying 
they pertain to present and future decisions. 

in response to the -estion of whether portfolio analysis could^address_ 

r-^:^ ::-ngi^:dih:t!-r:s:r:;pi:;iaLirsuch tecLiques cou. be 
used at any level of detail. 

Examples of such phenomena are - ™ f °"^;/^^^^/::m:'L when a technology 

tr:i i s r i : rL^ginroi":!^:p^ ̂ ^^^ ---^ - : . - - i i i -
might not appear to be - ^ ^ " ^ "^-/;;:^"f ̂î  be event ol'the failure of the 
be evident when t is ^-^f/^^^J^ .'^f/ ."il^Ucrtions of portfolio inter-
preferred technology^ A ;-l - - P ^ technologies that compete for the same 
- r ^ I ^ h l l a ^ b : I^^nificantly overestimated if t^^ 

considered. At this point in time the *^'"^ .^P?^°^^" ^ons are not a central on a project by project basis so t̂ a port ol nteractons ar^^^^,^ ̂ ^^^^^^ 

rtrapprcr:;orv:s^rls°de:Lrf-o^rd:tailed portlolio analyses 

materializes. 

The discussion su^narized above focuses on technical ^-stions relating to 
the Ip licability and usefulness of '̂ ^ -cheques discueHowever.^a^^^^^ 
theme that recurred in the discussion - ^ ^ ^ ^ ^ f ̂ ^^^P^lj^.^ ,, ̂ oE depends more 
of explicit R&D project or P°^^folio evaluatio H ^^^ organization 
on organizational commitment than ^"^"^"^^^"^illn^e to be, constrained 
faces the reality that resources are, and will continue ;^^^.^^ ^̂  ̂ ^^ 
and makes a coranitment to systematic planning, there _ 
R&D project or portfolio evaluation techniques^ In fact an o P̂  ̂  

formi careful evaluations of -^/-f^^,^:/f,ofeI will ilediaLly be given 
disadvantage. Its relatively unattractive proj^^ ^^^^ ̂ ^^^ attractive projects 
tough scrutiny and perhaps eliminated in ^ 3i„ii3r, careful evaluation, 
from another office that are not ̂ ubjecte ^^^^^^ ^^^^ ̂ ^^^ ̂ ^^ ̂ ^^^^ ^^^^ ^^^ 
R&D project evaluation techniques wil „̂ ^̂ ^̂  ̂ ^^^„ ^^ ̂ ^̂ .̂̂ ^ ^^^ 

H:j.\lllT-lfrs fllTd ITll :^e::r^ith ?imited resources. 
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DISPERSED ENERGY STORAGE ANALYSIS 

Tony W. Sigmon 
Research Triangle Institute 

Research Triangle Park, NC 27709 

ABSTRACT 

An analysis of the steady state and operational 
performance of a number of residential space heating and 
cooling thermal energy storage (TES) systems is being 
conducted. The primary objective of these efforts is to 
Identify those TES systems that are most suitable for 
^?nnN ? climatic regions under an imposed time-of-day 
(lOD) electric rate structure. This determination will be 
based primarily on energy use characteristics and an­
nualized system life cycle cost. A corollary objective is 
to compare the technical and economic performance of these 
TES systems with alternative conventional systems. These 
comparisons will be completed by considering various 
technical and economic parameters that are projected to 
have a significant influence upon the performance and cost 
effectiveness of each system. 

An hourly simulation of the operation of each system 
which accepts system steady state performance data, 
building thermal loads, and a description of the electric 
rate structure will be utilized to project annual energy 
use required to meet the thermal load of a typical resi­
dence in each climatic region. The output of this anal­
ysis allows for the determination of energy costs asso­
ciated with the operation of.each system which is then 
used in conjunction with system capital costs to compute 
system life cycle cost. 

TECHNICAL APPROACH 

The general approach being utilized consists of five primary activ-
lll^V - 1 fi'"st of these involves computing hourly building thermal loads 
for typical residences at Boston, MA; Miami, FL; and Nashville TN In 

h f r l.^l-"'^''/'''^ ^^^°'"^' '̂ ^̂ ''y ='̂ 3t« performance characteristics" have 
been defined for each system based on manufacturer's data, empirical in­
formation or by computer simulation. The results of these two activities 
111] A^T be "mbined, through a control algorithm, with hourly meteorolog­
ical data and a description of an imposed electric utility rate structure 
to determine energy use on a hourly basis for an entire year System 
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capital cost along with energy costs -ociated with the operatic^n^of^the 

system are then put in to a life cycle cost ^JS^JJ^^^^ isons between 

- i r m r i i ^ r t ^ \ e " m L e " b : r e d - : r t h : L ^ ê ĉ onô ^̂ ^̂ and tec^hnical results. 

SYSTEM DEFINITION 

Tables 1 and 2 identify ^he thermal storage systems considered^in the 

analysis. Each of the latent heat systems J^^J^f^^^^J^^/^eat pump system. 
been retrofit to either a "nventional ^^:/^°^^;';°"/; developed by RTI for 
Systems L1-L6 are conceptual designs tha^ h^^^^ fyj^ems charge storage by 

course, 
process takesplace. 

For those systems providing for storage heating the subsystem cts^ s 
the condenser of the =y^l%"hile for cooling storage system ^̂ .̂̂ ^ ̂ ^ y^ 
vessel is the evaporator ^̂ ^ ^̂^ f efore cau es the st 9^^^^^^^^^.^^^ ̂ ^ 
solidified during charging. ^^^"^^^^ '//hg'qe the subsystem. Direct sys-
the heat transfer mechanism "s^^^/" '';^'^,^'[^^^^ air through 
tems discharge to the indoor space ^yj-Y^^^^^^^;' stream to provide for 
the subsystem thereby heating or "°1;"9 '̂̂ .̂ ̂"̂ ^ hand are discharged by 
space conditioning. Indirect systems, on the o^he^^^^^'% ^̂ ^̂ ^ heat ex-
again allowing the subsystem to ^c^^;^°"e,°V,7i„direct discharge of a 
changers of the heat pump ^V^^^^ , {̂ ^̂ '̂ '̂ "'ŝ .bsysteni would act as the evap-
:^rrr TiuriyX l T r Z T , \ Z . T s l s ^ would require the sub­
system to act as the condenser during discharge. 

. * f tho indirect svstems is that the heat pump cycle would 
An advantage of the indirect syŝ eî s ib temperature source 

be seeing a relatively (as compared to ̂ he amb^ient) high t P ^̂ ^̂ _ 
or low temperature ^i^k th^-hy increa ng the .̂nst̂ ^̂ ^̂ ^̂ ^̂ ^̂  ^̂  
ficient of Pe'-fon"an«/'^°;^ ° 7 ; .hP,e tVDes ^j^ that the sub-
same time. Another advantget these t o ^ ^Y^ conventional air-to-
system IS a more effective heat excnang exchanger tempera-
refrigerant heat exchanger, thereby decreasing tne n ^̂ ^̂ ^̂ ^ 

ture difference for the ^^^\'°f^-\°rj.''[l^^''''^^^^^^ operation during 
in a more efficient system. On the °ther hand compres p^. ^^-^charge. 

^r^:uns-^rn"arellT^ve^VhiTh;"e^/--- "̂ ^̂ ^̂ ^̂ ^ - ^ "-^^^^ " - ' ' 
a fan, for example. 

systems L7 and 18 are ice storage systems that-e similar in concep­
tual d'esign to commercially --^^^ .̂̂ ^̂ .̂ ^ . . J e d i L chî ^̂ ^̂ ^ water loop 
does L3 during charging but make use of an inter discharge, 
between the subsystem and an indoor chilled water 

u ,. to,r,c iq and LIO, are similar in concept 
The last two latent heat systems L^ ^̂  Delaware. These systems 

to the Chub systems developed ^t the umve y ^̂ ^ conventional indoor 
are charged by P^^^^"? ^^^^^J.^d^fr cooZ'air exiting this heat exchanger 
coil and circulating the heated or cooieu 



Table 1. Latent Heat Systems 

System No. 

Ll 

L2 

L3 

L4 

L5 

L6 

L7 

L8 

L9 

LIO 

Heating Mode 
Chargi ng/Di schargi ng 

IndirectVoirect'^ 

Indirect/Indirect 

Heat Pump 

Heat Pump 

Indirect/Indirect 

Indirect/Indirect 

Fossil 

Heat Pump » 

Heat Pump 

Chub Direct/Direct 

Cooling Mode 
Charging/Discharging 

Heat Pump^ 

Heat Pump 

Indirect/Direct 

Indirect/Indirect 

Indirect/Direct 

Indirect/Indirect 

Indirect/water loop'' 

Indirect/water loop 

Chub Direct/Direct 

Heat Pump 

Storage Temp. 

114°F 

81°F 

32°F 

55°F 

45°F 

55°F 

32°F 

32°F 

55°F 

90°F 

jj Non-storage mode 
^ Air/storage material heat transfer 
^ Refrigerant storage material heat transfer 

Air/storage material heat transfer within an auxiliary water-to-air heat exchanger 



Table 2. Sensible Heat Systems 

System No. 

SI 

S2 

S3 

S4 

S5 

Heating Mode Cooling Mode 

Char 
grng/Discharging Charging/Discharging Storage Temp. 

Air conditioner 

Air conditionr 

Electric pressurized^ 
hot water/Water loop 

Electric hot brick/ 
Direct 

Electric unpressurized Air conditioner 
d 

hot water/Water loop 

Heat Pump Water Loop''/ .".̂ at Pump Water Loop/ 
Water Loop Water Loop 

Domestic Hot Water 

'r Non-storage mode 
° Air/storage material heat transfer 
*- Roffinprant storaae material heat transfer . . ^ 
d Alr/s?orage material heat transfer within an auxiliary water-to-air heat 

exchanger 

290°F 

1500°F 

200° F 

N/A 
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through the subsystem. The Chub systems are discharged in the same manner 
as the direct Systems Ll and L3. manner 

.iH..oH''^'^"''^J^ """^ 'P^" ^^^^^"9 a"d "oling systems are being con-

stores energy at a lower temperature level. ='"'-'̂ ea ana, tneretore, 

add se^s^b'^e^LIf t "'"""'' '^/'''3' 'ŷ ^̂ '" ̂ ^^^ "^^s resistance heaters to 
add sensible heat to a mass of ceramic bricks. Indoor return air is then 

or'l'c:'co'n';r' •"•'H'''^ = ' 1 " ''̂ "̂̂ ^̂  ' ' ' ^-'^^^ and heated to ovde Tor space conditioning during discharge operation. 

Svstem IT^ ?Mc "'^Pled.hydronic sensible heat system is provided for by 
that thpt; 7 K Tl^"" 'I '^'"^ed in a manner similar to Systems L1-L6 in 
friL.. t H • ̂ ^\^ transfer between the storage material (water) and re-
thln H . '".̂ '''''?̂ "9 ^°' "̂ ^̂ ^̂ '"g 0^ cooling storage. The subsystem is 

to-air h'ear:xrha''n'"'"'f''"? T ''°''^' " ' ' ' ' ^̂ '-̂ '̂ ^ ^" indoor wate-to a r heat exchanger. A single indoor heat exchanger that serves to 
provide for refrigerant-to-air, refrigerant-to-water, o'r water-to-a7r hea? 
Hon t?' J\ " f " ' ^ ^° ^^ available for this purpose. Finally a torage 
domestic hot water system has also been included for evaluation 

noses^""^.:^"^^^- '̂ '̂ "̂'' ̂ '^ ^^'° ''̂ '•"9 considered for comparative pur-
wi?h a v.^nnr '' ̂  .conventional heat pump, B2 a fossil furnace combined 
with a vapor compression air conditioner, B3 an electric furnace coupled 
system ""^itioner and B4 which is a conventional domestic hot water 

SYSTEM PERFORMANCE 

Steady state performance characteristics, i.e. capacity and inout 
power required to drive the system during each possible mode of operai on 
have been completed for each of the TES and baseline systems. Performance 

Lnuffr''^'" "'? °""^'""^ ^'°'' ^=^"^1 empirical data supplied by ?he 
manufacturers or from available computer simulation models Each TES 
Ion !, IZ .A7^"" "^^ computed for storage capacities of 100, 200 300 
400 and 500 KBtu and for those systems coupled with an air conditioner"; 
and L'ir/°/t''' '"V ""' '"'°" "^"'^ eq̂ P̂n-ent (in the case of Syslems L9 
tions) ^ "^ "^' ^^'° "•'•'""l̂ ted for load leveling considera-

rh.. ̂ ^I'PJ'^er simulation developed by RTI was used to compute performance 
eat T F T A t" °' the baseline heat pump System Bl and'the six a?ent 
forlnrl K K"""^- l^'^^'"' ^^ ^^'°''^^ L6. Charging and discharging per­
formance characteristics of ice storage Systems L7 and L8 were competed 
using algorithms developed by Carrier Corporation to predict performance of 
heat pump and air conditioner coupled cool storage systems. ConvenUonal 
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performance characteristics of System L7 - ^ those of the baseline System 
B2, a Carrier model 38RE air conditioner and a fossil f ™ ^ ^ 
of System L8 during conventional operation is that of System bl. 

A computer simulation developed at the IJ---//;,^/,;^g^^^^^rrmancrif 

[-^:rp:m; ^ ^ ^hub°sS:.f LS!^:^th1t^;S^r^^.ng app.ca-

tions. and LIO, with storage heating. 

Perror-ance cliar.ct.ristics of th. >'">'<•\'^'l^llll^oJ.^•^l,Z:'.\Z: 

is Identical to that ot bystem si. /, . ^ ^f a similar commer-
developed partially based upon the characteristics TM . . 

;;;s r;r,',' ̂ roraotts/Saiy;:"^ ̂ .h'f:™^„'c;:rthirc-7 
cially available system. 

THERMAL LOAn CHARACTERIZATION 

, order to >;^^;^^-';::^,,s^,z:i:^-;:;ia''^s^-^ 
must be required to satisfy realistic nedLy computer simulation. The 

provided for the entire ^5^"^"l3V^"ir^ SOLMET meteorological data was 
design and construction characteristics. ^O'l^^ ^̂ ^̂ ^̂ ^̂ ^ and con-
„<;pri as the needed climatic data while a typica house oesiyM 
"ruct^n was defined for each of the climatic regions considered. 

SYSTEM SIMULATION 
A computer simulation has.been developed that serves to simulat̂ ^̂ ^̂ ^̂  

operation of each system as it 7^^P°"f .^^ithm w c d'upl icates actual 
This response is determined by ^/""^'^"^J^'^t™ ̂ ^̂^ load shifting 
sytem operation under any imposed TOD rate stj-ucturê  
a'nd loa'd leveling control algorithms - he cons d d̂ ^̂  Syste ^^^ Y 

^^rrip^ti^^T"^' e^e;l"ic^t?m;Va;°1t;ucture are Required as inputs. 

The Simulation.has been designed t; allow model ing^of^ several «̂ ^̂ ^̂ ^̂  

strategies and special control blocks may easily 
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consumed ^ ' °P"^^^^^^ ^V^^em modes, and electrical energ; 

SYSTEM ECONOMICS 

costs^a'ssoc°ated'wnh^r"" °\^^^^ '^'^^^ "^'^ ^^ ^^^^d upon the energy costs associated with the operation of the system and a total annuali7PH 

ach Of thp'r' .̂"°=.̂ '̂ ted with the purchase and operation o t e y em 

^ ^^:;s^^r-h;4\^^-ie:L:roS-tr ^^.^^^ t^ 
£p^^.e-f OfT r-:t:r ?̂%ugh s r -u - : - M r 

performance of each .'to ^ ' " ' ° K " ^"^^^^'''^ the technical and economic 
perrormance of each system from the point-of-view of the individual owner. 

Conceptual cost estimates for the various thermal enerqv fTES) and 

qenera"ed"?o be^'^n'^'l"' ' " ' . r ""^^-^-"-9 (HVAC)Tg'u'ipSh 

"chnfc^TS^^or^m-an^cl To'id^JnTV c^o^st^^ti^e " ^ ^ ^ ^ . ^ l ^ l l 

ventionI['Hi/Ar\'n°'-^ '"̂ /̂ '̂  ^ " ^^^" """̂ '"̂ "̂  *° enable estimates of con-
canaHtu fn equipment costs to be generated as a function of size or 
capacity for major pieces of equipment. Hence, equipment cost estimates 
tainpn''. '"Z'' V' ""ditioners, and other HVAC equipment have been ob" 
tr bu?or. ''T'H'^"' ""''' available on a contractor basis from retail dis-
numy^hpH" ^^\P^""^'y "̂"--ces of this data wfere vendor quotes, previously 
published reports, or equipment cost surveys. ĥ ieviousiy 

leve/of deta?? ^°'l/^^^ was determined when necessary at the component 
rnmml. 11 -,1',"" '"""̂  °^ ^^"^ Storage systems investigated were not 
commercially available, equipment costs were developed by obtaining esti-

olcP nf°' ""'P-'TK'' .'"'̂  '^'" factoring up an estimate for t e overa 1 
piece of equipment based on design specifications. 

svsteirtilThf "^Vassociated with the purchase and operation of the 
systems wi 1 be computed as an annualized stream of payments The enemv 
cost associated with the operation of each system will^e computed based on 
the hourly energy use and demand computed with the system simulation along 
with the imposed values of the three components of the electric rates 

PROJECT STATUS 

hppn "°"''^^. building thermal loads for each of the simulation sites have 
been computed and along with meteorological data has been processed for 
input to the hourly system simulation. Steady state performance has been 
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established for each of the systems except System S4 which awaits informa­

tion from the manufacturer of a similar system. 

system capital costs have been established for each system^ Capital 
costs 'for conceptual systems that are " ° \ " X \ JoJl^ ^^iA if the system 
rently being modified to reflect those costs ^^at wou d e^ ^̂ .̂ ^̂  ^ 
was armature, commercially available system^ j h s "Vh^/^^;,,, 
consistent set of capital costs between systems. J ^ h e P ^ ^^^^ ^^^ ^^ 

c-S"arnualt:d T^"cyL^^^st^ha^e S be'en coded^nd successfully 

tested. 

T̂ e operatioha, si.uiation has ' « " "f.-^tT™,' """'p^op^rTSSS 

s sr;rorr»"'i"hi'tsrn7sroJ5"h'/ciS'3t"^-s - - « - -
time production runs can be initiated. 

th.£^sror^iisr^jiapp.=i;:HS"diH;5?S 
testing of the operational simulation. Specific cases to ^^.^.^^..^^ ,f 
also in the process of being "̂ ê ined̂  , 7Jt'/3Vr,ct"re to be considered in 
those combinations of system, site, and rate structure 

the final analysis. 
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ASSESSMENT OF COOL STORAGE TECHNOLOGIES 

J.G. Asbury, J.M. Calm, and R.F. Giese 
Argonne National Laboratory 

9700 South Cass Avenue 
Argonne, IL 60A39 

ABSTRACT 

As part of its storage assessment program. Argonne 
National Laboratory is evaluating cool storage technologies 
for electric load leveling in commercial building applications. 
Analysis of conventional chilled water and ice storage systems 
indicate that paybacks of less than four years are available 
under the partial storage mode of operation. Full storage 
systems entail larger initial capital outlays and longer 
paybacks under existing commercial-class electric rate 
schedules. Improved performance and lower costs could be 
achieved through R&D to improve the match between the storage 
and the chiller systems and through development of improved 
latent heat systems. 

I. INTRODUCTION 

As part of its storage assessment program. Argonne is evaluating 
cool storage technologies for electric load leveling in commercial build­
ing applications. The basic objectives of the study are to define the 
technical requirements of cost-effective storage devices and to establish 
R&D cost/performance goals. 

Earlier work at Argonne has examined customer-owned storage in 
residential electric load leveling and solar heating applications.'-^ 
In these studies, it was generally concluded that electric storage heat­
ing represented a cost-effective method of load management in service 
areas supplied by winter-peaking electric utilities, but that residential 
cool storage was only marginally cost-effective in service areas supplied 
by summer-peaking utilities. Analysis of storage in residential solar 
heating determined that storage was a necessary component of active solar 
systems if the systems were sized to meet a significant fraction of the 
daily heating load. However, on a total (utility plus customer) cost basis. 
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the solar systems generally were not cost-competitive with load managed 

electric systems. 

The extension of the assessment of cool storage to cover the commer­
cial buSdirg sector was prompted by the following observations. 

. cool storage exhibits significant returns 'o -ale that is 
the unit cost of storage decreases as the size ot tne 
system increases ; 

. the daily cooling cycles of "-e-ial buildings are^often^of^^^ 
relatively short duration because of ̂ he sno t ^^y^^ 

to the off-peak period; 

. electric demand charges (^-ther^arginal-cost-based^electric 

rates) are more prevalent m cne (.uumicj... 

residential sector; 

• ^:^T^^^^^^^ - g f Si^^r " - -

The balance of this report ^ - ^ f ̂ ^^^rifgf ̂ le'ctir?! discuLes 
assessment of ^^^^^IZTorcoTlZTai ^ tem^f defrnfs\ltemative modes 
the performance and cost of '̂"""̂  f °"^ , ̂  ^^ interface with convent-

Ert2o:;Lr"nrL':.rr™^-rh^i:r„^""-/oSitc.», oo., .to... 
in commercial b u i l d i n g a p p l i c a t i o n s . 

I I . COOL STORAGE TECHNOLOGY AND COSTS 

convent ional cool s to rage systems are based on e i t h e r i c - - k i n g 

mer; i t may. in f a c t , lead to ^ ^ - e a s e d consump ion . The 1 ad^shif ^ . g , 

however, w i l l reduce the demand, "'^^'^^P^'^^'^' " " ? n i e c t r i c a l requirement enable the - i U t Y to supply more o e - s t o m e r ^ s ^ e l e c t ^ ^ ^ ^ ^^^q^^^ ^^_ 

: a u e " h r ; f S e r u r i S t r i e r a t i n g p l an t i s genera l ly m^^^ 

e f f i c i e n t than the p l a n t used to supply on-peak e l e c t r i c i t y 

« . e t h e r i ce or c h i l l e d water - ^ ^ e - used a key ^cons ide ra t ion , 
a f fec t ing the s i z i n g and opera t ion of the s torage 
i s the mode of ope ra t ion s e l e c t e d . 
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Full vs. Partial Storage 

Under the full storage mode of operation, the compressor and storage 
capacities are selected to enable the system to supply most of the building 
cooling needs during the peak period from storage. In this mode of opera­
tion, the chiller is switched off during the peak period so that the only 
cooling-associated loads during the peak period are those due to the opera­
tion of water circulation pumps and blowers in the building water distribu­
tion and air handler systems. Storage capacity must be adequate to meet 
the time-integrated building load during the peak period plus the thermal 
losses from storage on the design day. The full-storage concept minimizes 
the contribution of the building cooling load to the utility's coincident 
peak load. 

Under the partial storage concept, the storage and chiller capaci­
ties are set by the criterion that the design day load be met by continu­
ous operation of the chiller at rated output. This mode of operation mini­
mizes the chiller capacity requirement. The load profile and the capacity 
trade-offs for conventional, full-storage, and partial-storage HVAC systems 
are Illustrated in a simple way in Figure 1. 

- NO SIORAGE 

Latent vs. Sensible Heat Storage 

Water-based cool storage 
systems make use of either the 
sensible heat content (1 Btu/°F/ 
lb) or the latent heat of fusion 
(144 Btu/°F/lb) of water. 

An important consideration 
in the design of sensible storage 
is the inlet temperature require­
ment of the water distribution 
system. For reasons of humidity 
control and adequate heat 
exchange at the air handler, the 
water temperature at the inlet 
to the distribution system is 
generally held to 48''F or less, 
corresponding to a return tem­
perature on the design day in 
the range 55-59°F. Thus, because 
the temperature swing available 
for sensible heat storage is con­
strained to lie between the 
freezing point of water and 48°F. 
the maximum AT for design pur­
poses is approximately 15°F. 

- P A R T I A L STORAGE 
0 3 6 9 NOON 3 6 i) 

-J I I I I 
0 3 6 9 NOON 3 6 9 

If the sensible heat Fig. 1. 
storage system incorporates a 

Operating Modes for Cool Storage 
Systems 
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stratified chilled water storage tank, the "^ter supplied ^of^ ,_ 
sjstem from the bottom of the storage tank can be ^eld o 40 '.^^ ^„,,, 
ture at which the specific gravity of "^^er is greatest^ be maintained 
conditions of perfect f-tificat on this t^per ture^can^^^^ ̂ ^^ ̂ ^^ 
over the entire diurnal cycle. " 'he return v available for storage 
handler systems rises to 58°F on the design ^ f ' f ̂ ^^^.^f i^^tion layer in 
is 18°F. In practice, the finite thickness of the ̂ trati ^^^^ibution 
the storage tank will cause the temperature the inlet^t ^^^^ ̂  

-d^th: ^ z ^ : - - - £ - | d i i-; tSftt-g^idLiS: = 
T i l ^ ^ ^ ^ ^ ^ ^ o r i S n a f r e ^ i ^ capacity. Thus, for design 
purposes, a AT equal to 15«F again can be assumed. 

ThP unit cost of chilled water storage varies widely, depending on 
such facforra^ ^^oragf tank material, storage size an^ -cat ion,^and^ ^^^^ 
whether the storage is for old or "e« construction Figu P^^^^ 
storage costs as a ^ u - t i o n o stor ge size as determi^^^ J ^^^^^^^ ^^^^^_, 

T e l t L S ^ ^ s L ^ I r o - ^ r ^ l g ^ r f r e f e r to bare tan^^^^ 

- g L d ^ : r t h f i S l ^ ^ t - ^ o r - r f " ^ - t ^ l t i ^ r ^ n - x c e s s of^COOO gal-

Ions, or 400 ton-hours. 
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• CRAY RESEARCH CORP. 
STORAGE INTEGRAL , 
WITH NEW BUILDING 

BIHUER AND ASSOCIATES 
ENGINEERING-COST ESTIMATES 

STORAGE SEPARATE FROM BUILDING^ 
STORAGE INTEGRAL WITH BUILDING 

TANK SIZE (GAUONS) 

Fig. 2. Cost of Cast-ln-Place Concrete 
Storage Tank Size 

Tanks as a Function of 

f v̂,o rntal cost of chilled water storage 
To obtain an estimate ^^'^^.^""^i/^f^trumentation must be added 

systems, the cost of piping, " " " ° ^ ^ ' ^.^^ ^^e based on an engineering 
to the tank costs. Two recent cost studies ^^ ̂ ^^^^^ ̂ ^^^^^^^ .^^.^^^^ 

cost analysis, "̂  the other on actual exper increased by approximate-
that the cost of the basic storage tank should 
ly 50% to account for balance-of-system costs. 
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The chief advantage of ice over chilled water storage is the small­
er storage volume required. Were it possible to cycle the entire storage 
volume between solid and liquid phases, an ice storage system would offer 
t^t^'^tr ^IZ^^'T ^ reduction relative to a chilled water system 
with AT = 15 F. In practice, because of the need to maintain part of the 
storage medium in the liquid phase (for circulation and heat transfer) and 
because of the presence of evaporator coils in the ice-building systems, 
the volume savings are limited to about a factor of six. 

sv^t.^.^^nT'^'"^ ^^^^ ̂ "u° ,'"° ̂ ^""^^ categories: static (ice-building) 
systems and dynamic (ice shucking or slurry) systems. In the static sys-

it^el'/^^Ti^ r"^'* °" ̂ ^^P""'"-^ coils incorporated into the storage tank 
Itself. The static systems include ice-thickness control and either in­
ternal baffling or water agitation for efficient heat transfer from ice 
surfaces during the melting cycle. 

rm 
Dynamic ice storage systems manufacture ice in crushed or chunk fo 

and deliver it for storage in large bins. The storage tanks for dynamic 
systems are similar in design and operation to those used in the chilled 
water systems. 

An inherent disadvantage of the ice systems, relative to the chilled 
water systems, is the lower suction temperature required of the chiller 
typically 10°F for ice building vs. 3 0 ^ for chilled water systems, caus­
ing significant reductions in chiller capacity and energy efficiency. 

The cost of ice storage, including shipping costs and contractor in­
stallation, overhead, and profit, is approximately $0.60 per pound of ice 
capacity for packaged systems of 45,000 pound capacity. Unit costs rise 
with smaller size, to approximately $1.65/lb for packaged systems of 4 000 
lb capacity. 

% 
Chiller Systems 

The storage systems described above must be matched with an appro­
priate chiller system and integrated into a complete building air condi­
tioning system. 

Three types of compressive chillers — reciprocating, centrifugal, 
and screw — are currently available for commercial building use. In re­
cent years the range of applicability of screw compressors has been ex­
tended to approximately 800 tons. Although the application of screw com­
pressors to space conditioning is a relatively new development, occurring 
within the last seven or eight years, screw compressors have been used in 
the refrigeration field for about fifteen years. 

Figure 3 shows installed system costs for systems incorporating 
packaged compressive chillers.'" The system costs include the costs of 
the packaged chiller, the cooling tower, and the condenser water pumps, 
plus installation costs, including contractor overhead and profit. As in­
dicated in the figure, reciprocating systems represent the lower cost al­
ternative below 120 tons capacity, while screw-type compressors are less 
expensive above 120 tons. 
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compressor performance depends on the s a t u r a t e d s u c t i n e m p e a t u r ^ 

(SST) and s a t u r a t e d discharge t e . p e r a u r e ^ S ^ D T ) . ^^For a^^^^^^ ^^^^ ^^^^^^^_ 

T n r r s T . ^ O n the : t h e r hand! for cons tant SST, both capac i ty and COP i n -

crease with decreas ing SDT. 

Because the opera t ion of a s to rage system ^^slTelulll^To'^^'for''''^ 
does the oP-a t i ono f^a convent ional cooling sy-em^(SST^equals^30^F ^^^^^^^ ^ 

t : ; ^ ^ ^ ^ ^ ^ ^ ^ f y - . i n i s h e d . ^ - - - s s - p e r f o r ^ _ 

ance may be p a r t l y - ^ " ^ ^ ^ ^ f ^ ^ ^ ^ ^ r f o w e ' r ' s S c : : ; s ' L c a : s e of p ropor t ion-

f t e l y ' l o n g ^ r : p : r : r i o r f f T o ; i s to rage systems during the n ight t ime hours 

when outdoor temperatures are lower. 

I I I . EXAMPLE APPLICATIONS 

The o v e r a l l cos t s of i n s t a l l i n g and opera t ng - ° ^ ^ ^ ^ J ^ ^ J ^ f : „ -
were compared with the cos t s of conventiona systems - - p r e s e n t a t ^ ^^ ^^^ 

mercia l bu i ld ings in two - - - ^ J ^ ^ ^ ^ „ , , ° r s t " o t h are suppl ied by su^ner-
Mid-Atlant ic reg ion , the o ther in the "^'^"^^^- j ^ ^ l a rge commercial-

peaking u t i l i t i e s ; ' ? - X u d n^gf f r u f i n ° : a c r s : ^ i c e a r e ! ) were analyzed; 

r e r u U r ? o r o n : - o f " t ^ r b u i i S n : s % n the Mid-At lant ic s e rv i ce a r ea are p re -

sented h e r e . 
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Load Analysis 

sis bv thT^^ building electric loads, measured on a 15-minute interval ba­
sis by the local utility, were used to characterize the building cooling 
loads. To size both the conventional and the cool storage HVAC systems it 
was necessary to estî nate thermal cooling loads under defig^-day conditions. 
A two-step procedure was used to separate the measured building electrical 
loads into weather-sensitive (thermal) and weather-neutral (non-thermal) 
components. First, a weather-neutral load profile was estimated for each 
Tn^H % ^^/'^^"t^fy^^g^that Spring day with minimum integrated building 
load (holidays excluded). Next, the Simmier day with maximum demand was 
Identified. The design-day hourly cooling load was then estimated as the 
difference between the profiles on the peak and weather-neutral days. 

Engineering Design 

The cooling system was assumed to consist of a central-electric chil­
ler, cooling tower, auxiliaries, and a water distribution system having an 
inlet water temperature of 44-F. The electric chiller, a screw compressor, 
was assumed to have a COP of 3.5. Under these assumptions, one ton-hour of 
building thermal load corresponded to an electrical requirement of one kilo­
watt-hour. 

The following sizing criteria were used: 

Conventional System: The conventional systems were sized to meet 
the annual peak hourly thermal load. 

Partial Storage System: The partial storage systems were sized to 
meet the time-integrated thermal load on the design day under continuous 
operation of the compressor. Although the compressor operates continuously 
at full capacity on the design-day, changes in compressor performance with 
day-night variations in suction temperature have the effect of reducing the 
nighttime electrical load relative to the daytime load. 

Full Storage System: The full-storage systems were sized to mini­
mize building peak electrical load during the peak demand period by shift­
ing the cooling load into the off-peak, nighttime period. 

The sizing of the ice systems included an adjustment to account for 
the non-linear buildup of ice on the evaporator coils over time. A set of 
relationships developed by Caloskllls was used for this purpose.^' 

System Costs 

Component sizes and costs for the different cooling system alterna­
tives under the partial and full storage modes of operation are shown in 
iable 1. The capital costs of the cooling system incorporating partial 
storage are about 70% higher than for the conventional cooling system, the 
added costs of storage being partly offset by the chiller capacity savings 



Table 1. System Sizes and Costs 

Equipment Description 
Conventional Ice-Building 

Partial Storage 

Chilled Water 

Full Storage 

Component Sizes 

Compressor (Tons) 

Storage Tank 

Storage Volume 

Compressor Demand (kW)* 

Daytime 

Nighttime 

Component Costs (1980 $10^1 

Chiller System 

Chiller 

Cooling Tower 

Condenser Pump 

Installation 

Storage System 

Total 

2-805 

1605 

2-395 2-330 

5,600 ton -h r 7 92.000 gal 

20 'x25 'x25 ' 20 'x70 'x75 ' 

790 

695 

655 

560 

Ice-Building Chilled Water 

2-810 

12,760 ton-hr 

20'x35'x40' 

0 

1430 

^Represents electrical load under design-day operating conditions 

2-535 

1.304,000 gal 

20'x90'x95' 

0 

905 

211.9 

55.2 

8.3 

26.6 

302.0 

143.7 

28.7 

4 .3 

12.9 

320.9 

510.5 

129.6 

23.7 

3.8 

11.4 

309.5 

478.0 

213.2 

55.7 

7.4 

26.9 

556.1 

859.3 

171.4 

36.6 

5.5 

17.7 

467.4 

698.6 
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Both the ice-building and the retrofit chilled water systems cost substan­
tially more than the conventional system. 

As indicated in the table, the capital costs of full storage systems 
are substantially greater than the capital cost of the partial storage 
system. 

Customer Payback Analysis 

Because the storage systems entail a higher initial cost than the 
conventional cooling system, the cost-effectiveness of storage depends up­
on savings available under the applicable electric utility rate schedule. 
Customer bill savings were computed under the rate schedule currently In 
force in the Mid-Atlantic service area. The rate schedule is a time-of-
use schedule Incorporating energy and demand changes and three daily and 
two seasonal demand periods. 

Monthly energy and demand changes were computed and summed over an 
annual cycle to determine annual bills for the different systems. Table 2 
presents annual energy consumption and peak demands and the associated bill 
values for each of the cooling systems. 

Simple paybacks on investment in the alternative storage system were 
calculated based on the system bill savings in Table 2 and the system costs 
given m Table 1. The results are presented in Table 3. These results for 
this example application, combined with results for the other seven build­
ings, led to the following conclusions: 

• Partial storage systems, because of their smaller compressor 
capacity requirements, involve substantially lower capital 
outlays by building owners than do fuVL storage systems; par­
tial storage also offers faster payback than full storage. 

• For the storage cost values used in this analysis, chilled 
water storage offers a faster payback than ice systems in 
new applications. Ice systems may have the advantage in 
retrofit applications.'^ 

• Storage is more economical in buildings with short daily 
occupancy periods and narrow cooling loads than in build­
ings with longer occupancy periods.̂ -̂  

IV. RESEARCH AND DEVELOPMENT NEEDS 

The analysis of cool storage described above is based on adoption of 
commercially available hardware components. Refinement of these devices for 
optimal application in storage systems will improve their performance and 
reduce costs. Manufacturers of tanks, ice builders, and similar devices 
have begun to address improvements to their products and marketing 
approaches. Further technology development requires public-sector partici-
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Table 2. Annual Cooling Loads and Bill Values 

System 

Conventional 

Chilled Water 

Partial Storage 
Full Storage 

Ice-Building 

Partial Storage 
Full Storage 

Peak* 
(kW) 

1605 

655 
0 

7 90 
0 

; Load 

Energy 
(MWh) 

1859 

1715 
1584 

2095 
2448 

Annual Bill 

Demand 
(10'$) 

116.2 

47.7 
0 

57.5 
0 

Energy 
(10'$) 

54.8 

49.2 
43.6 

60.1 
67.5 

Total 
(10'$) 

171.0 

96.9 
43.6 

117.6 
67.5 

Ĵ Kerers t-u .̂ wiiu....-""---- - -
demand during peak demand period. 

Table 3. Payback on Investment in Cool Storage 

System 

B i l l 
Savings 
(10 '$) 

Incremental In-
vestment (10 $) 

Retrofit 

Payback 
(Years) 

New New Retrofit 

Chilled Water 

Partial Storage 
Full Storage 

Ice-Building 

Partial Storage 
Full Storage 

74.1 
127.4 

53.4 
103.5 

176.0 
396.6 

208.5 
557.3 

330.7* 
630.3* 

208.5 
557.3 

2.4 
3.1 

3.9 
5.4 

4.5 
4.9 

3.9 
5.4 

*Based on a retrofit -st for the storage component^of^a^^ 

chilled water system equal to l.S tunes 

system. 
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pation due to the inherent levels of risk and delays in return on RD&D 
efforts. Several R&D needs have been identified for DOE consideration, and 
their requirements and potential benefits are being addressed. These in­
clude: 

• Development of chillers and heat pumps to improve performance 
in the temperature regimes presented by cool storage systems; 

• Identification of media and devices for cool storage at common 
utilization temperatures (38-44°F, 3-7°C) including considera­
tion of sensible, latent, and reaction heat storage approaches; 

• Evaluation of heat recovery potential in cool storage charging; 

• Examination of economies of scale in even larger applications, 
for example, in central and district heating and cooling systems; 
and 

• Development of techniques for reduction of storage losses due 
both to mixing and to parasitic burdens. 

A fuller discussion of these issues will be provided in a forthcoming 
report. 
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IMPACT OF CUSTOMER SIDE THERMAL ENERGY STORAGE ON 
ELECTRIC UTILITY LOAD MANAGEMENT+ 

Ali Bulent Cambel 
Office of Energy Programs 

School of Engineering and Applied Science 
The George Washington University 

Washington, DC 20052 

ABSTRACT 

The issues of using distributed thermal energy storage by 
electric utility customers is discussed. Public acceptance 
on the part of actual users and institutional/legal barriers 
are reviewed. An economic benefit/cost model is presented. 
Empirical results based on data provided by six electric 
utilities are presented. It is shown that time-of-day rates 
would be desirable for the more widespread use of decentral­
ized thermal energy storage systems. 

INTRODUCTION 

Traditionally, electric utilities have ameliorated peak-load costs by de­
veloping central storage, such as hydro on the utility side of the meter. Al­
though this is a fine solution, it is not as attractive as it once was. First, 
in many instances hydro-storage sites are becoming more difficult to locate; 
second, extremist environmentalists are delaying their exploitation; third, 
construction costs are high and financing is costly. There are, then, two al­
ternatives open to the utilities. First, to exploit alternative energy such 
as wind energy conversion, etc.; second, to promote energy storage on the cus­
tomer side of the meter. The first, although technologically promising, in­
volves some risk and institutional uncertainty. A more immediate solution to 
minimizing the cost of providing for peak-load demand is to consider energy 
storage at the customer side of the meter. This may be done in a number of 
ways. In this paper we will address ourselves to thermal (TES). Although the 
benefits of TES cannot be denied, it is not used widely. We believe that this 
is due to the fact that the overall evaluation is extremely complex and in­
volves TES technology, the economics of installing TES, utility generating ca­
pacity, financing utility construction, regulatory practices, living styles 
and alternate rate structures. Accordingly, the Advanced Conservation Technol­
ogies Division of the Department of Energy awarded a contract to the Office of 
Energy Programs of The George Washington University to look at the problem in 

t Conducted under contract #DEAC 0178 ET 26963. 
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t- we as semb led an 
a comprehensive manner. To be responsive to our assxgnme .̂  ̂ ^^ p^ycholo-
interdisciplinary team °^,-^i"-rsltiveh:ip that investor-owned electric 

^^iJiilef indill^uif :^n^L:^: " - " - e ^ ^ ^ - - ° - " ' - ^ ^ ^ - - ^ - ^ " " 
gave us f;eely to make our results more realistic. 

Although our ongoing -"'^^/°",/,::?^l,nocioLri«i/bera:ioralTact:rs 
divided into two basic fundamental areas. yj techno-economic require-
Lluding institutional/legal co-traints and (b)^te^ ^^ ^^^^^ ^^ 
ments. Each of these has its subsets. In t P ^^ ^̂ .̂̂  meeting, empha-
quested by the Argonne National Laboratory, 
size the latter. 

FINDINGS 

I. P^^^h^HEHi^iUi-^. -^"\^-itlf^7ar:rcuCrIy°in'v:r::r:;errth:rt 
of thlTT^^IdT^^^^^^^-'i - ^he llll^^l'll'^ZnJnnf.ct.rers. In studying 
are TES units. These are imported f'^"^/^™ developed by J.B. Margolin' 
the problem, the Decision Analysis Panel approach de P^^^^^^ ̂ ^^^^^^ ̂ ^^^^ 

was used. Individual consumers ''fjjfj^lfj^ll^^^^^i. Both the utilities 
Company and Green Mountain Power C°™P^^^; P^^^^^J^d to TES. However, the 
and the individual consumers ""^^^^"""^'^^^^S^^lModifications: (a.l) for 
following were felt to be desirable (a T ^ ^ ^ E _ _ - ^ ^ 
central home systems; (a.2) thermostat ^^^^^s and safety hazards; (a.5) 
lights; (a.4) redesign to remove 'i^^°"^^"|„°i^J_^tlon of weather changes, 
improved sensor systems to achieve better anticip^^^ ^^^^.^.^^ ^^ ^^^^^^^^ 

(b) GovepHenL^|Si||anc^. (b^^ ^^^^.^^^. (,.3) participation in the 
front-end cost of TES. ^"•f^'"^', . .^nal: (cl) greater acceptance by 
decision making process ['^l i ^ ^ ^ ^ ,,tnJenl costs; (c.3) improved 
builders and developers, tc.z; reauL.L 

servicing 

2 .. Tj^^tit^^tionalZLe^ai^^ and\nruircr:omraniesranriSri; 
i n s t U ^ n ^ K T i p r i t S I ^ r i ^ ^ g ^ ^ our study^ 
jurisdictions (i.e. permits, ̂ ^^^"^^^;„3°but that, indeed, there are no encour-
indicates that there are no P'^°^^^^"°^%°^^3'ted representatives of the prin-
agements. In this part ° \ l l \ l l f j j ^ \ ^ ^ l l l l , , , j s to non-solar, thermal 
cipal sectors influencing the barriers ana in _.̂  ̂  ̂ ^̂ _ 

enLgy storage. In -^^^^^^^^-^^.-Xnt^ge of therri enlrgy storage; (b) 
tinct information gap about the advantage ^ ^ maintain TES; (c) 
there is a lack of infrastructure to P"P^^^\^^f,^^^, ,„d the fear of risk; 
there is lender reluctance caused by lack o^ ™ ^f,^,, 3„<i indirect, 
and (d) there are inadequate Federal incentives 

tempted to answer 1 ^ related questions. (a) whe ^^^^^ ^^ 

consumer to install his/her <^h"-l-f,f,,;^ren its customers install TES? 
the impact on the supplying electric "'^^"^ "^^^^ structure, we considered 
Because the desirability of TES depends ""/l^e rate s [^^^_^^,^,tant 

rnfc;) ^tie-rnra'^rftes^ithou; subsidy but with load three different scenarios: 
rates with subsidy; 
control devices. 
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Possibly the most extensively analyzed method of dealing with the peak-
load problem is the introduction of time-of-day (TOD) pricing. Under TOD 
pricing the cost of electricity to consumers at each instant is set equal to 
the marginal cost of supplying that electricity at that instant. Consequent­
ly, electricity would be more expensive at times when demand was high than at 
times when demand was low. Neglecting implementation costs, such a pricing 
system can be shown to be economically ef ficient. ̂'•*. 5 

Direct load controls are one alternative to TOD time-specific pricing. 
Under a system of direct load controls, the price of electricity would be 
time invariant, and the utility would be able to shut off or limit each cus­
tomer s purchases of electricity during peak hours. Storage allows customers 
to relax the link which exists between purchases of electricity and consump-
tion of energy. 

A second alternative to TOD pricing is subsidization of storage If 
customers with TES in their homes were granted rebates on their monthly elec­
tricity bills, investment in these devices would clearly be encouraged. 

The tool that economists use when studying questions of this sort is 
cost-benefit (C/B) analysis. The notion underlying C/B analysis is that a 
project yields net benefits to society if those who would gain from its imple­
mentation could compensate those who would lose and still feel better off (Pa-
reto economics).6 in general, the desirability of any load management tech­
nique will depend not simply upon its effect upon the load factor of a utility 
company, nor only upon the savings in production costs which result from its 
implementation, but also upon its effects on consumers. This paper attempts 
to consider these effects explicitly.'' 

1^1—The Actors. There are three sets of actors which enter into the 
analysis. First, there is a set of customers. Each customer must first de­
cide how much storage capacity he/she will Invest in. This decision will de­
pend, among others, upon the personal preferences*of the consumer, the cost of 
storage equipment net of any subsidies which might be offered, the efficiency 
of available equipment, and the prices of peak and off-peak electricity. In 
the analysis which follows, it will be assumed that a particular subset of 
each individual's energy needs will be met out of storage during peak periods 
and only out of storage. Under certain further assumptions about the struc­
ture of the load management techniques employed and the parameters of the cus­
tomers' decision problems, each individual will always fully charge his/her 
storage system during off-peak hours. The quantity of electricity consumed by 
an individual in the off-peak period will depend only upon his/her personal 
preferences and the price of electricity at that time. Energy derived from 
TES will be determined completely by the investment. 

The second actor in the analysis is the electric utility company. The 
utility is unable to influence the timing or quantity of electricity purchases 
under the peak-load pricing system. Under the one-price system there will, 
of course, be time switches installed in people's homes. But the rules gov­
erning the operation of these switches will here be assumed to be an integral 
part of system structure, fixed by the public utility commission. 

The final actor in the analysis is the public utility commission (PUC) 
It is the PUC which determines the price to be charged for electricity, and' 
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.he subsidy, if any. These decisions. ^ ^ ^ ^ ^ ^ ^ ^ ^ ' A J ^ ^ ^ -
base-load capacity and the customers " " " ™ ^ ^ ^ ^ : ; ^ : : : to sustained shifts 
ment are taken to be revised only "̂̂ '̂ '̂ ''"̂ "̂ ^̂ ^̂ "̂.̂ ke into account the behav-
Z conditions. Just as the utility --P-^^^^^fif^generating plant, so must 
ior of consumers when deciding upon the size oi s company and its 
the PUC take into account the response of both the 
customers. 

3^^_^^^^Msd^. A model offers the advantage of comparing ^i^^^^^-^^-^I 
comes-^^m^S^rrTvrrTolicymaker having " ^^^^^f^^^^^^^ther advLtage of a 
ly costly and socially disturbing if ^^P^^^^^^^^'^^ than the human mind can 
model is that it can handle ^ar more many variables tĥ ^̂ ^̂ _̂̂ ^ functional re-
cope with. In our model there are ̂ "^^^f ̂'^"[i„„ ^3 to present them or 
la'tionshlps. The scope of 'l^-P^P^'^J":^^developing the'model were: (a) 
their derivations.8 The assumptions -ade xn deve P^ Lnagement strategies 
implementation costs associated wihaltern^^^ ^^^_^^^^ electricity and energy 
were not included; (b) the demana ro v solely a function of the 
from storage are independent of ̂ ach other and are J ^^.^^^ ̂ ^^ ,t,e 

respective price of -^--"--]']J^'']^l^flZltZ, each'customer's storage 
price of energy from storage; (c) in the short ' „f customers 

peak period. 

T̂,=>̂  mav be derived from the model are: (a) Ig-
Qualitative <=°-l"-°^^,''^^^/^Lt,f implementing the various strate-

noring differences in the ̂ ^1^^^^^^°^^^°^ ^^^^^ge were found to be inferior 
gies, time-invariant rates ̂ ^^ subsidized s t o g ^ ^ ^ ^ ^ ^ ^̂ ^ ̂ ^^^^ ̂ ^^^_ 

to peak-load pricing but superior to direct i e^ de-

load pricing the incentive "^--^^^^^"/f^^^^edufe of subsidies can be estab-
gree. Even «"h time-invariant rates a -he ^^ ^^^^^^^ equipment. 

lished which will result in an f ̂ ^"^"^ ^ ̂ ^ ̂ ^ ̂  framework much more gener-
(c) All these results -"^^^-^^^^^^fpf^'er Our additional assumptions en-
al than that employed in the current P^P^ i„ the net social bene-
ables us to derive explicit formulas for '^^"^'^^""^j^^" -^es and/or subsidies 
fits derived from each l-^J-^f^^fgrea^lnandltorage capacities. By 
needed to implement them and ̂ ^ ^^^^^^^^^^^J^ I„to these formulas, utility 
substituting estimaes of the rele J^^^ ^^^^^^ information on the long-run 
companies and PUCs shouia D^ aox alternative load management strategies, 
benefits, costs, and consequences of alternati assumptions re-
(d) The biggest weakness in ̂ he current paper is probably th P̂ .̂ .̂ ^̂  
lating to the independence of the demand f°^ P^f ̂ "°^°' ^ n te utilized, 
and those related to the extent to "^-h storage capacity _̂ _̂ ^^^^_^^^^ 

Simply dividing time into peak and off P^f P̂ "̂""̂ ,̂ ^^ ^^e hours just prior 
pricing may result in the formation of a demand spike in he J^^^^ ^^^ 
or just subsequent to the peak period. (e) More dx"ic utilized 
the'assumptions that -^er peak-load pricing TES wil always b^^^ ^J^ ̂ ^̂ ^̂ ^̂ ^ 

and never supplemented with peak ^l^^^^"'^" erstate the desirability of peak-
derived in the current paper, if anything, ""f ̂ ^ " " ^̂ ^̂  î  „ay be possible 
load pricing relative to other load -^^ement techniqu s ^ calculations, by 
to generalize the analysis somewhat, ailowmg more a 
distinguishing between storage for different purposes. 

Tmilo rhe model does provide insights, it 3 Empirical Evaluat.ion. "^ile the model J^.^.^^ ^^^ ^.^^^^ „̂ be 
t consider to what degree different eiecu 

1^3 
does no 
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affected. To do so, one requires actual data applicable to individual utili­
ties. Of the utilities that we contacted, six generously provided data 
These are: Baltimore Gas and Electric Company, Green Mountain Power Company, 
Gult Power Company. Pennsylvania Electric Power Company. Potomac Electric 
Power Company, and Virginia Electric Power Company. To conduct the numerical 
analysis we developed a computer program representing our model. The inputs 
(independent variables) were: 1) number of customers; 2) average production 
cost of off-peak electricity ($/kWh); 3) rate of increase of production costs 
of output excess of base-load capacity ($/kW/kWh); 4) cost per unit of time of 
base-load generating capacity ($/kWh); 5) rate of decline of marginal valua­
tion of off-peak consumption ($/kW/kWh); 6) rate of decline of marginal valua­
tion of on-peak consumption ($/kW/kWh); 7) rate of decline of marginal value 
^ ^ ^ " 0 ^ ? " ° " °^ ''"^''2^ ^"^^ ™ ^ (5/kWh); 8) cost of storage equipment ($/ 
kWh); 9) length of off-peak period (hrs); 10) length of on-peak period (hrs) ; 
11) efficiency of storage equipment; 12) intercept of typical demand curve for 
off-peak electricity ($/kWh); 13) intercept of typical demand curve for on-
? T^f^^/fT^tf (̂ /l̂ Wh); and 14) intercept of typical demand curve for energy 
from TES ($/kWh). There were twenty outputs: 1) advantage of peak-load pric­
ing over one-price with subsidy, net social benefits/customer ($); 2) advan­
tage of one-price without subsidy over one-price with controls but without 
subsidy, per customer ($); [for the peak load case] 3) price of off-peak elec-
n\''n'"''L̂  '^^' ^̂  P''̂'''' °^ on-peak electricity ($/kWh); 5) total storage 
(kW); 6) expected total demand for off-peak electricity (kW); 7) expected to­
tal demand for on-peak electricity (kW); 8) expected base-load generating ca­
pacity (kW); Ifor the single price with subsidy to storage] 9) price of elec-
f̂î 'n̂ 'ToN̂ '̂̂ ™'̂ ' ^°^ subsidy of storage equipment ($/kWh); 11) total storage 
(kW); 12) total subsidies for storage ($); 13) expected total demand for off-
peak electricity (kW); 14) expected total demand for on-peak electricity (kW)• 
15) expected base-load generating capacity (kW); [for the single price with no 
subsidy to storage but with direct load controls] 16) price of electricity 
($/kWh); 17) total storage (kW); 18) expected total demand for off-peak elec­
tricity (kW); 19) expected total demand for on-peak electricity (kW)• and 20) 
expected base-load generating capacity (kW). OuV program allowed us to vary 
ranges withm any four variables at one time. Our numerical calculations con­
firmed our qualitative conclusions, albeit in varying degrees, for the six 
utilities which provided data. 

CONCLUSIONS 

Our findings are as follows: (a) Ignoring differences in the relative 
cost of implementing the alternative strategies, time-invariant rates with 
subsidized storage were found to be inferior to TOD rates, but superior to 
time-invariant rates with direct load controls and subsidies to storage. (b) 
Having ranked our load management strategies in terms of net social benefits 
we are naturally interested in the optimal prices and subsidies needed to im­
plement these strategies. Under the TOD pricing system we have an optimal 
off-peak price which is equivalent to the expected marginal cost of electric­
ity in the off-peak period and an optimal peak price which is equivalent to 
the expected marginal cost of electricity in peak periods. The optimal peak 
price in all cases is greater than the optimal off-peak prices. No subsidies 
to storage are offered under this system since market forces are sufficient to 
generate the optimal amount of investment in storage systems. (c) Under the 
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single-price system with subsidy we ̂ âve an optimal sing^ ^P^ ^^^^^^^^ ^^^^ 
ity, which is a weighted average of the ̂ ^̂ P̂ t̂ed o P strategies we 
marginal cost of electricity. (d) In comparing the altern^ ̂ ^^^^^^ ̂ ^^ ^p^,_ 

see that the optimal prices --^;i^f^°^%ll\ll ^^ftem. This is because with 
mal peak and off-peak prices of the TOD P̂ ^̂ îng sy ^ ^^^^^^^ .̂  p^^^^ 
direct load controls and the absence of a subsidy ^^^^ .̂  ^^^^^^^ 
affect the size of the investment customers are wxlixng ^.^^ ̂ .^^^^ 
equipment. (e) Investment in storage ""der the one pr y .^^^^^^^^^ ̂ ^ 
load controls but no subsidies to ^^llXjlf'jjTlJd pricing and the one-
storage, resulting from the -Pl^";-'^f^°^„°^ene?al terms, as the life-span of 
price system with subsidies ^HXlU'oflnlTsllent in storage increases, 
storage equipment increases, the level otinv ^^^i^ty company will wish 
(f) In terms of peak-load generating ^P^^'^' 'f^"„i^ .^ its expected peak-
to choose the load management strategy which - ^ -"--^^^^.^ to be able to 
load generating capacity Since the utility comp y ^^^ electricity is a 
meet customer demand as xt arises, and s^ce the de ^^^^ generating capa-
function of its price, it follows that the expect P controls and 
city is greatest under the ^"^le-price system wih dir ^^^^ ̂ ^^^ ̂ ^^^.^.^^ ̂ ^ 
no subsidies to storage, followed by '^^^^"^ie P )- definition of 
storage, and least under TOD pricing. ._̂ )̂ ̂ ^^ ̂ l̂ ^̂ '̂ ^̂ ^̂ .̂ ^̂ d lant which is 
"base-load capacity" is S-^f^^^^/^^^f^c^clusioris drawn that base-load 
operated 24 hours a day ^f "f^°^^;^^^^,;°to meet off-peak demand. Conse-
capacity should be equal to that necessary pricing, followed by 
quently, base-load capacity "°"1<̂ , ̂ ^ .|"^^^'^,""2e but with direct load con-
time-invariant pricing without ^"^^^^^"^J°/^°^^ 3ubsidies to storage. (h) 
trols and least under time-invariant pricing "^'h^"^^ definition of 
The above analysis, although appearing to ̂ ^/"^^^.f^^^^dustry, is structural-
base-load generating capacity employed by ^^flllf^^^^'^l^^ ^ ^ny utility 
ly defective from an economic perspective. J^^ J Illicit al plant size and not 
should be to choose the long-run cost-minimizing base load plant ^^ 
Simply one that is on-line h°-s a a ^^this^respect. ^^ ^^^^^^^^^ ̂ ^̂  
the optimum size base-load P^^^^^f ̂ ^^^^^i^^ „f the expected costs of meeting 
marginal savings resulting from the reaucci ^^^d capacity versus the 
peak demand due to each incremental ^--f/^/^.J^c^tj! Since the marginal 
cost of one additional ^"crement of base load capac y ^^^ ̂ ^^^^^ ̂ ^̂  

cost of base-load capacity is assumed "^"^^^^""""f 3y3tem without subsidies 
electricity on-peak is greatest under the one P^^^^ ̂ /^^^^ cost-minimizing 
to TES and lowest under peak-load pricing, f ,^°^^°"" ™^_p^ice system with-
marginal cost base-load capacity is ̂ -^ -^^-^f^.f^^ "fD^We have seen that 
out subsidies to storage, and least ""'î '̂ /°° P^^^fl^^;^levels of invest-

capacity because of the existence of storage capacity. 

^v<:v^^r-|A TN PROGRESS AND PLANNED 

J .. .1 an far and our discussions with practitioners in 
Our analyses conducted «° ̂ ^^^^f ̂"^^^ i3 ̂ ^ innovative step in the right 

the field lead us to believe that our moaei 
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direction as far as laying the groundwork is concerned. However, because some 
of our assumptions are severe, we are in the process of making our work more 
useful. 

The price elasticities of demand used thus far in our analysis arc those 
based on the survey of the literature in the Fall 1979. The result of that 
survey led us to adopt a range of -.5 to -.625 for peak price elasticity of 
demand and a range of -1.0 to -1.25 for off-peak price elasticity of demand. 
Recently we launched an extensive investigation into the general area of price 
elasticities and attempted to differentiate price elasticities not only by TOD 
pricing, but also by season, by end use (cooling/heating), and by length of 
time. It appears that our original coefficients might be slightly on the high 
side. Complicating this problem is a studyS which has just come to our atten­
tion based on a DOE Rate Demonstration Project for Arizona where price elasti­
cities of demand with reverse rankings to those discussed above were found. 

In our model the demand for peak and off-peak electricity and energy from 
storage are treated independent of each other and are solely a function of the 
respective price of electricity. Our psychometric studies made us suspicious 
of this assumption. In the framework of utility theory, our present rational­
ization implies that (a) there exists a utility function, and (b) since it ex­
ists, the only way to explain the willingness to pay function is to consider 
It as a transformation of the utility function, so that there occurs a maximi­
zation of utility subject to a fully spent income constraint problem. But the 
explicit way of doing it is to maximize a consumer surplus function. A con­
sumer who maximizes his/her surplus with respect to choosing an optimal quan­
tity is doing the same as one who maximizes utility. Some of our parameters 
are a compact way of symbolizing a more complex relationship between exogenous 
variables. It is not a good idea to conceal this relationship, particularly 
when the model is used empirically. We are in the process of determining the 
extent of any such bias and are refining our model by disaggregating our pa­
rameters. 

In our model the implementation costs associated with the alternative 
load management strategies were not considered. This artifact simplifies the 
analysis but is not a comprehensive manner of ranking net social benefits. 
Accordingly, we are obtaining prices of the various off-the-shelf items (i.e. 
TES units, timers, switches, etc.) from manufacturers. These costs will then 
be factored into our analysis. When all of the above are completed, we plan to 
prepare a program that any electric utility or PUC can use readily to deter­
mine the best route to follow in its particular case. 
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the technical 
of the cost-benefit model. - • - - - - - - g ^ ^ : ^ : ^ ! ^ ^ p e ^ t ^ o f the overall 

ra^k'-M^^ ^ ? l ^ r e ^ a r r t ; ; e f t^fmrny^drafL Ld the final report . 
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„ • ĉ ,,̂ „- Rat-p Design and T̂ arl r.nnfrol: Issues 

Srii£Sr-i:nriiSorifti;n^t^^ 
November 1977. 

• V V . "Electric Utility Rate Structures and Distributed Thermal 
• Ererg^'st;r;ge: rCost-B:nefit Analysis"; EnerBXl_Jl-JBt--tional 

Journal, Vol. 5; June 1980. 

Atkinson S.E.; "Responsiveness to Time-of-Day Electric Pricing: First 

• Empirical R;sults"; Federal Energy Administration; May 1977. 



123 

ENERGY STORAGE FOR U.S. AIR FORCE GROUND POWER SITES 

Douglas M. Allen 
Terrestrial Energy Technology Program Office 

Energy Conversion Branch 
Air Force Wright Aeronautical Laboratories (AFWAL) 

Wright-Patterson Air Force Base 

ABSTRACT 

This project will assess both the potential of adding 
energy storage systems to Air Force terrestrial applica­
tions as well as the utilization of advanced energy stor­
age technologies to these applications. The effort will 
provide a characterization of USAF ground power applica­
tions with an emphasis on remote, mobile, and special appli­
cations. USAF applications will be identified in which 
energy storage can decrease a power generation system's 
life cycle cost and fuel consumption in addition to in­
creasing the application's operational readiness and capa­
bilities. An estimate of the values of adding energy 
storage systems to USAF ground power systems will be cal­
culated. The project will identify the energy storage re­
search and development needs for USAF terrestrial applica­
tions. 

HISTORY 

The "Terrestrial Energy Technology Program Office" was established in 
January of 1979. The office is located in the Energy Conversion Branch 
Aerospace Power Division, Aero Propulsion Laboratory, Air Force Wright Aero­
nautical Laboratories, Wright-Patterson AFB. The Aerospace Power Division 
IS the center for energy research and development for USAF aerospace require-
fn 11̂ ;̂  °P''^ ""^^ established to adapt Department of Energy technologies 
to USAF ground power requirements while utilizing USAF technological exped­
ience and expertise in the energy arena. The program office was established 
with a charter to provide the research and development necessary to support 
mobile power systems, remote site power systems, and special purpose appli­
cations such as weapons systems support power, emergency power systems, and 
peaking power systems. The objectives of the terrestrial energy progrin in­
clude increasing force readiness, minimizing the impasse of rising energy 
costs and reducing the vulnerability to energy supply disruption. OuT 
efforts during the first year concentrated on fuel cells, Stirling engines 
solar energy, technology assessments, and general requirements assessments' 
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• A,A +v,at the potential exist-
While analyzing the requirements, it was ^^^l^lUlJ^Z^ ^y^tems with the 
ed for major improvements in USAF ^ - - ^ / " ^ ^ ^ f discussions with DOE at the 
addition of energy storage systems This lea z ^^^^^ ^^^ ^^ ^j^^ 

"DOD-DOE Workshop on Joint Energy ^ f ̂ ^^*^^^, .̂ "..Energy Storage Market Pene-

joint programs defined at ̂ 1?^/°^^^°?"^^, evaluate potential improvements 

^btrarf ̂ r i ^ l f wT^r^hru^ilf^^U : f e - S storage in USAF ground 

power applications. 

APPROACH 

Since it is not possible to analyze every USAF ground a plication, we 
would like to first identify several ̂ Pf-f^^°^:,t henefit^he appli-
where energy storage appears to have ̂ ^i^Pf/^^h^^^^",, applications will be 
cation's operational characteristics. ^^^^ *^^=^cteristics of USAF appli-
identified by analyzing _the energy -f^^^f^^^^i^^^^^'ap^iication identifi­
cations over the past five years, ^his preliminary PP ^^ ̂ ^^ .̂ ^̂ _̂ 

cation will then be foll^^^'^^^y.""/"-^^^^ 'l^^is 'f the electrical loading 
ified applications. This -ll^-=^^^f,„^\XS conditioning cycles as a 
profiles with an -alys s of the ̂ -*/^^e,^^^,,,cterizations, the appli-
function of climate. With tnese aeLd-n =;vstems will be determined, 
cability and benefits of various energy f °^^|\^^f ̂^^'^rgy storage systems 

TABLE 1 

Storage Parameters 

efficiency 
reliability 
survivahillty 
service life 
maintenance 
operation 
charge/discharge rates 
dimensions, size, volume 
mass, weight 
materials availability 
acquisition cost 
life cycle cost 
energy density ^ . 4., 
operational and environmental constraints 
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typical applications and the energy storage data base, the next step will be 
an iterative process to determine the optimum size and type energy storage 
system(s) for each application. To aid in accomplishing this, we have de­
veloped a Multiple Criteria Decision Model" to compare the various systems 
and sizes. Once the optimum system has been determined, the obtainable bene­
fits will be determined and research and development needs will be identi­
fied. 

,,.twr^ Ty,^^Z °5.*^1^ P^°J^ct which is nearing completion is the computer 
software, the Multiple Criteria Decision Model". This is a generalized 
computer model which uses a number of variable decision criteria and a de­
cision maker's evaluation of the relative importance of each of these criter­
ia to select a preferred course of action. The model user is able to input 
the criteria that would affect the decision and is able to rate these criter­
ia according to the decision maker's perceived importance of each. The in­
put to the model includes the systems to be compared, optional first and 
second level subsystems, the criteria for Judging these systems, a rating of 
the relative importance of each of the criteria, and data to evaluate the 
systems (or subsystems) for each of the criteria. For example, the systems 
may be energy storage systems which the model user desires to compare, or 
the systems could be "total energy systems" comprised of a generator or 
utility grid interfacing with various energy storage systems. If the de­
cision maker wants to evaluate a number of systems for a range of sizes 
size may be a subsystem. Using similar methodology, time may be a sub-' 
system, or size may be a first level subsystem and time a second level 
subsystem; for example, an evaluation of competing systems could be accom­
plished for 5kW in 198O, lOkW in I980, 5kW in 1990, lOkW in 1990, etc. 
The criteria in this case could be operational and cost parameters such as 
reliability and life cycle cost. For this project, the "USAF Energy Stor­
age Market Penetration Evaluation", we will be comparing "total energy 
systems" for a range of sizes, a time span from I98O to 2000, and the para­
meters listed in Table 1 (as the criteria). This^will enable the determina­
tion of the optimum size and type energy storage s'ystem for each applica­
tion. The output of the Multiple Criteria Decision Model" is presented in 
tabular output with a "system value" for each system (or first level sub­
systems when they exist). The system value is a value between 0 and 1 cal­
culated by the model which takes into account all of the input for each 
system or subsystem. The system or subsystem which then has the highest 
calculated system value is the best system for the specified comparison. 
It should be noted that the criteria ratings are usually application depen­
dent, and changes in these ratings can cause major changes in the system 
values. For those cases involving a range of time, which accounts for antici­
pated future system improvements, the model software provides a graphical out­
put of time vs. system value for each system or subsystem. An example of this 
is shown in Figure 1. This program should provide a valuable aid in the de­
cision making process. 

SUMMARY 

This project is the first comprehensive analysis of the use of energy 
storage in a ground power military market. The results will include the 
quantifiable benefits which USAF can realize with the utilization of energy 
storage systems as well as a projection of these benefits attainable over 
the next twenty years. The project will identify USAF applications in which 
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Subsystem: Size A 

YEARS 

1990 2000 

C = System C 

B = System B 

FIGURE 1 

= The areas in which additional research and 
energy storage is advantageous ^he areas in ^.^^ ^^^^ ̂ ^ .̂ ^̂ .̂_ 

development efforts will ""^^l^Jll^^;tl\^, energy storage area for the 
fled within this project. Future Pians -̂  ̂ e work with energy stor-
Terrestrial Energy ^^^^f f^f .f.^f ̂ ^er^ s^st^^s^ as well as research and 
aee for stand alone wind and solar energy y 
development efforts identified by this project. 
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A HYDROGEN ENERGY CYCLE FOR 
ELECTRIC UTILITY APPLICATIONS 

Mark Kapner, P.E. 

Henry Cole 

Hittraan Associates, Inc. 
9190 Red Branch Road 

Columbia, Maryland 21045 

ABSTRACT 

The purpose of this study is to identify the economic, 
regulatory, safety, and environmental factors which are 
likely to have a major impact on the incorporation of a 
hydrogen energy cycle by the Niagara-Mohawk Power Corpora­
tion. It describes the Niagara-Mohawk electric/gas utility, 
and outlines two potential configurations for incorporating 
the hydrogen energy cycle in the utility's energy delivery 
system. The analysis also determined the break-even cost for 
a water electrolyzer, and the maximum economic length for a 
pure hydrogen pipeline. Other issues addressed are the com­
patibility of hydrogen with the utility's existing natural 
gas distribution system, the probable impact of existing 
safety codes, and the recent rulings of the New York Public 
Service Commission that are relevant to a hydrogen energy 
cycle. The report also quantifies the environmental impacts 
of solid polymer water electrolyzers and phosphoric acid fuel 
cells. 

INTRODUCTION 

The purpose of this study is to identify the economic, regulatory, in­
stitutional, safety, and environmental factors that are likely to have a'sig­
nificant impact on the implementation of a specific hydrogen project The 
hydrogen energy cycle was selected for this analysis. It is an energy stor­
age technology which enables electric utilities to increase the use of base-
load power plants and consequently reduce the use of premium distillate oil 
In a hydrogen energy cycle, hydrogen gas is produced by water electrolysis 
using inexpensive off-peak electricity from nuclear, hydroelectric, and coal-
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fired power plants. During peak-demand P«i°t'rn'''e%'elTve"di'stillate1ii° 

to convert the'hydrogen into electrical energy. 

A combined electric/gas "tiUty company possesses characterist̂ ^̂ ^̂ ^̂  

enhance the attractiveness of the ^Y rogen ne gy cycl ^.^^^^^^ 

r^^tsnar^p\p1lxn^°::nhrbrsu^rie^mLu^ng its\atural gas supply.Jhe 
to Its g<ja v̂ -F ' „„„̂ ,-,i hvdroeer 

;he inherent competition that =̂̂ ^̂ ts ueuw.c. o. 
panies which service the same geographical area. 

The Niagara-Mohawk Power^ C o r p c ^ ^ is a combined electric/gas^um 

- r ^ s r -vri"^il3aSt^ tô  ̂ ^^--
kirn:^ftre="e:^^ranifcrrrs:i^d-p^i;^^^^ Electrolyte (SPE) Water Elec-

trolyzer and the phosphoric acid fuel cell. 

riFSCRTPTIGH OF THE FACILITY 

The Niagara-Mohawk Power Corporation (N«PC) serves a population of ap­

proximately 1.5 million people l^J-^fo^'^g^f "-Vomers' Some of the 

f^^^°"crt^^s"seVed"brthe TtiUtT are" Â lbany! Schenectady, Troy, Buffalo, 

;rfcL "agarrmis^, Oswego, Rome, and Saratoga. 

capac 
plants 

f„i„ i; nnn MU of electrical generating 

^'^^.r'^^o::'i::::.:!!:'"^'^^tt fonowmg types ^ 
630 MW 

1,370 MW 

360 MW 

733 MW 

Nuclear (1 plant) 

Coal steam-turbine (2 plants) 

Oil steam-turbine (2 plants plus 30 percent share 1,954 MW 

of a third) 

Combustion turbine (2 plants) 

Hydroelectric (76 plants) 

Planned additions are an 850-MW -^l-^^i-f/-:™t'S'^dditi^n'to tte ^til-
percent share in an 1,100-MW nuclear P°""P^^^^^,?" Locations of the major 
?ty's existing Nine Mile Point N""?!"/^ P ° 7 \ ^^^"^Vg „-th their capacity and 
thermal power stations are shown ^"/\8"7^d facilities, NMPC has long-tern, 
type. In addition to its °""̂ '̂ ,̂̂ ;'̂ p„i,̂ //r,thority of the State of New York 
contracts to purchase power from the P ° " " / " ™ [„tal kWh sold by NMPC was 
(PASNY). In 1979, approximately -̂-tĥ /̂.̂ ^̂ f̂ d was purchased from PASNY and 
generated by its own ^f^V^';".' .'.•̂'̂  °"'es in 1979 were 33.3 billion kWh^. 
other utilities. Total electricity sales 
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Niagara-Mohawk is part of the New York Power Pool. It buys and sells 
power to six other electric utilities. While the NMPC annual peak-load hours 
occur in December, the peak-load hours of most of the other utilities in the 
New York Power Pool occur in the summer. Each electric utility in the Pool 
is required to maintain an installed generating capability reserve of at 
least 18 percent of its forecasted annual peak load^. 

The natural gas system operated by NMPC contains 91 miles of transmis­
sion pipeline, and 5,728 miles of distribution line. The utility purchases 
gas from the Consolidated Gas Supply Corporation. In 1979, NMPC paid an 
average gas price of $2.00 per million Btu. Niagara-Mohawk sold 95 billion 
cubic feet of gas in 1978. Its gas purchase contract with Consolidated en­
titles NMPC to purchase up to 100 billion cubic feet per year; the current 
contract expires in 1990^. 

Niagara-Mohawk's R&D program ($16.4 million in 1980) is directed toward 
the goals of improving use of existing equipment and providing high-reliabil­
ity energy delivery systems. The NMPC participates in the recently formed 
Fuel Cell Users Group, which is composed of 37 utilities, EPRI, DOE, and the 
Empire State Electric Energy Research and Development Authority. NMPC also 
is part of a joint program to evaluate the large-scale use of the General 
Electric Solid Polymer Electrolyte (SPE) Water Electrolyzer. The utility 
plans to demonstrate a 200-kW prototype SPE electrolyzer for producing hydro­
gen to cool its generators. Since 1974, NMPC has been investigating several 
alternatives for using hydrogen production and utilization technologies. 

ECONOMIC ANALYSIS 

There are two versions of the hydrogen energy cycle. One uses conven­
tional combustion turbines, fueled with a raixtuite of natural gas and hydro­
gen, to generate electricity. The second version employs fuel cells to gen­
erate electricity. The first version, which will become commercially feas­
ible for NMPC, uses electrolytically generated hydrogen to replace the dis­
tillate oil now being used to run the utility's combustion turbine peaking 
units. The electrolyzer would be powered by base-load generators during the 
time period (approximately 64 hours per week) when excess base-load capacity 
is available. In the proposed fuel cycle, the hydrogen would be blended with 
natural gas to a maximum of 5 percent hydrogen by volume, and transported 
through the utility's natural gas pipelines. An energy equivalent of the 
hydrogen produced would then be credited to the electric system for use by 
the combustion turbines during peak electrical demand periods. The combus­
tion turbines would actually burn the methane/hydrogen (95/5) mixture. 

The following break-even analysis determines the maximum allowable cost 
that the NMPC would be willing to pay for the water electrolyzer in the sys­
tem described above. The analysis is based on the following assumptions: 

• The cost to the utility of using base-load generator capacity which 
would otherwise be unused is only the variable cost (i.e., fuel 
operation, and maintenance). In other words, capital charges are 
not made against electricity generated using "surplus" base-load 
capacity. 
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, Electrolyzer efficiency is 80 percent*. 

the average winter weekly load curve. 

Table 1 shows the current economic parameters provided by Niagara-Moha„k3: 

TABLE_l^_ECONOMI^^ARA>ffiT^^ 

^ 1 r ^ Hpat Rates Operation and Maintenance 
Current Fuel Costs, Heat Kates, up Mills/kWh 

S/IQS Btu Btu/kWh_ costs, i 

Srstion 5:̂ 8̂  

T h r — iixed Charge r ^ -generation equipment is 18.7 percent (in-

eludes depreciation, interest, taxes, ana in^ 

t r fnr the electrolyzer, the following 
To determine the break-even cost, C, for the 

equation is formulated: 

r V n 187 $0.013/kWh _ JS^SS/lOfBtu, (i) 
r- "^ °-^^J, + - 0 80 ~ 292 kWh/lO'^Btu 

64 hrs/wk X 52 wks/yr 0•»" 

Solving, C =$125/kWe 

The first term is the capital charge pe ^ ^ ^ ^ ^ ^ ^ ^ ^ l ^ ^ ' ^ ^ J ^ 
second term is the marginal cost of off P^ak base 1° two-thirds coal 

tricity in $/kWh is computed by the expression: 

Marginal ($/kWh) = 

Fuel cost ($/10e Btu) x Heat Rate (10«Btu/kWh) ^ O&M cost ($/kWh) (2) 

For current fuel prices, the ^ - ^ ^ ; n 9 7 / " w " fo7ev\\\ t T r ' / n c " â s: 

-r^ri^^o^di^un^tr-i-ii^^^^^ 
- id t p̂;r:̂ i:at:̂  4/-'2£;^-LiS:f^useJ^Sor:\s^ 
| [ r r ; u e l " : S^^T^^llsprafe^tr q^tY^ty, the electrolyzer capacity 

would be 52 MWe (assuming 64 hr/wk operation). 

The second version of the ^rogen e„er y_cycle incorporates^fu^ 

for generating electric power. The Ph°sphoric a industries, 

the first type to be used on a """"""^^^.f^^^^'tween 1983 and 1985. A 4.8 
The technology is expected to '''^^-J-^^^^lder construction in New York 
MWe demonstration PAFC power plant is now unue 

City. 
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Key: 

Plant Capacity (MW) 

1 
2 
3 
4 
b 
6 
7 
8 

Albany Station 
Charles R. Ituntley 
Dunkirk 
Oswego 
Roseton 
Nine Mile Point 
Albany 
Rotterdam 

400 
788 
585 

1,200 
360 
610 
180 
180 

Type 

Oil-fired steam turbine 
Coal-fired steam turbine 
Coal-fired steam turbine 
Oil-fired steam turbine 
Oil-fired steam turbine 
Nuclear 
Combustion turbine 
Combustion turbine 

Figure 1. Niagara-Mohawk Thermal Power Plants 



BASELOAD GENERATOR 

CAPACITY 

Source: Fernandes, 1974. 

Figure 2. Average Winter Weekly Load Curve 
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Westinghouse Electric Corporation, one of the comnanie<: that r,i,no t„ 
manufacture PAFCs, projects that the installed cost 0/ a 6 9 M^e 'capacity 
PAFC power plant will be between $500 and $650 per kWe^. Their projected n-
stalled cost compares quite favorably with the%rojected costs for ne^ coal 
and nuclear power plants, which are $l,100/kW and $l,850/kW respectively 

Ufl 'ofTh^ l!:i1eU°JZ °""''°^ ^" ''''^- «°"^^'^^' the'txpec::rserv e' lite of the fuel-cell stack, representing about a quarter of the nlant cost 

of 2o'"1o Je°ar:.''^^ ''"''• '°'' "̂'̂  °"^^^« ̂ ^^^^ ^^^ life eSctancie's 

Three basic components of the fuel-cell power plant will be the fuel 

YuiriTu^'r . ' " \ ' ° r ' ' ' ''^ '"^^ ("̂ "̂"̂  « " °^ "al) to hydrogen; the 
fuel-cell stack, which generates direct current by electrochemically reacting 
the hydrogen with oxygen; and the inverter, which converts the direct current 
to alternating current. While the cost per unit capacity of the fuel-cell 
stack and inverter is relatively insensitive to the size o"̂  the power plan 
the fuel processor subsystem shows significant economies of scale For ex-

S250/kw"'r 1"^' ̂ /'/"^ "'''"'^ °^ " ^° """ ^"^^ processor is approximately $250/kW, a 1 MWe fuel processor would cost about $700/kW5. 

littlp'noT.t ^"t^-"^l P°"^^ plants are relatively pollution-free and make 
the iLn f V '^^5^."" ^^, l°"ted within populated areas, thus eliminating 
the need for transmission lines, and reducing distribution costs. 

A combined electric/gas utility company will likely be one of the ear­
lier utility users of fuel cells operated on natural gas. If Niagara-Mohawk 
were already producing hydrogen, it is likely that the following ?̂ o alter­
native configurations would be considered for introducing fuel cells into 
their energy distribution network: 

• Locate fuel-cell power plants near natural gas lines, and supply 
them with the pipeline gas. The power plants would have to contain 
fuel processors to convert the natural gas/hydrogen blend into pure 
hydrogen. 

• Construct a hydrogen pipeline along an existing natural gas pipe­
line right-of-way, connecting the electrolyzer with each fuel cell 
Rather than blending hydrogen with natural gas, transport pure 
hydrogen through the special pipeline. This alternative eliminates 
the need for fuel processors, since the fuel-cell stack would be 
supplied with pure hydrogen. 

The second alternative appears most promising for smaller fuel-cell 
plants (I.e., 1 MWe capacity) because of the high cost of small fuel proces­
sors. If such plants are located within 14 miles of an electrolyzer the 
cost of the hydrogen pipeline would be less than the cost of a fuel proces­
sor. This finding IS based on an assumed pipeline cost of $10 per linear 
toot, installed". 

In the second configuration, the hydrogen pipeline pressure would be al­
lowed to vary so that the internal volume of pipe could be used to store gas­
eous hydrogen - a method of energy storage termed "line-pack." Thus the 
operation of the fuel cell could be made independent of the operating sched­
ule of the electrolyzer supplying hydrogen to the pipeline. 
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DTSTRTRUTION AND UTILIZAT_I0OQllIP>gJJl 

h p of the Niagara-Mohawk 
An important consideration in the ^'^^/^ J ^ l -̂ jj existing natural 

hydrogen program is the compatibility of hydro n gas -t^^^ ,J^^,, g3S 

gas pipelines, compressors, /^f^i^^""^^ !„/"„^ J^' s of hydrogen and methane. 
utilities have experience «ith distributing mixtures of hy g^ ,„„si3ting of 
GASCO, a gas utility in Hono u u, " f ̂ ^^'J^^^^^^^'ogen. There have been no 
90 volume percent methane and 10 volume P""^^^^^^^°|i,ctric and Gas Company 
problems with normal gas appliances. Public Service Elect ^^^^^ ^^^ ̂ ^̂ .̂ _ 

S f c r o S - r a ^ S L ^ c L f i r t i r o ? 8r^o?^r;er:fnt natural gas and 20 vol-

- ' Z t : S ^ t Gas Technology in Chicago has been evaluating the^per-

formance of natural gas distribution components such a m^^_^^,^ Ĵ ^̂ _̂_̂ ^̂ ^ 

valves, and couplings, "hen operated using hydrô gen ,̂  ̂ .̂̂ ^̂ ,̂ ^ 

has shown that conventional natural gas dxstribution ^^P^^^^.^^^ p.^,. 

for hydrogen, with the exception of certain l̂ ^̂ -̂̂  , p^re hydro-
line embrittlement, a concern with iron and steel p p ^ ^^^^^^ .̂  ̂ ^^ 
gen at very ^ish P-ssures (^^o^J '°°0^ P.^JtrXtion gas pressure at Niag-
distribution of "'1='̂ '̂ . 8f = • _ !-|"%"^\.T^„„tric leakage rate for hydrogen is 
ara-Mohawk is 250 psi ) While fev°\™;^'t"he enerly loss rate is roughly 
roughly three times that \°\.^ll^lfj^l^J^^^ Lstf^ rates through plastic 
equivalent. Hydrogen does leak at significantly ,̂_̂ ^̂  ^^^^ 
pipe, however. Its P^-^f ability through polyethylene pipe ^^^^^ ^^^ ̂ ^ 
of methane. PVC II and acrylonitrate-butadiene pipe ma ^^^^^.^.^^ ^^^^ 
suitable for hydrogen gas distribution since the ny g P p^^^_ 
through these materials is between 6°/"^^^° ^^"'3%',^^^™ due to the heat re-
tic, rubber, and organic seals "^V. ̂ l ^ ° / f , X o L ' / ' 3 between high transmis-
lease that accompanies the expansion of hydrogen gas Between g 
sion line pressure and lower distribution main pressure . 

At co^non gas distribution line P - ^ - ^ a p p r o x i m a t e l y ^00 psig),^the 

rate of energy transport for a | - - l-f^^^°f h'ydrogen is lower in density 

for hydrogen and natural gas^ f„ eased fTow^ra'e un'der laminar conditions^ 

This^^crpen^a'tettr^Srogen's lower volumetric energy density (one-third 

that of natural gas). 
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ABSTRACT 

Nearly 300 thermal energy storage installations 
the United States and Canada were identified by a mail 
and telephone survey conducted by the Franklin Research 
Center. Information was obtained on approximately 220 
installations. For 175 installations of hot, cold and 
combination hot/cold storage, sufficient quantities of 
technical information was obtained to warrant inclusion 
in this report. Water is the most prevalent medium of 
energy storage. Although almost all respondents indi­
cated satisfaction with the performance of their stor­
age systems, hardly any could provide detailed perform­
ance records. Operational and construction cost data 
were either unobtainable or are not sufficiently well 
specified to be useful. The project Is continuing in 
two phases: publication of the survey data by ASHRAE, 
and detailed descriptions, performance, and cost data 
for a few representative installations. 

1. SCOPE 

A survey of commercial thermal energy storage installations in the United 
States and Canada was undertaken by the Franklin Research Center (FRC) on be­
half of the U.S. Department of Energy acting through the Oak Ridge, TN facil­
ity of the Union Carbide Corporation. Mr. James Martin was the Project 
Monitor. 

The survey was to include both heat and cold storage projects but was to 
exclude experimental systems and domestic water storage, storage primarily 
serving solar energy, and storage in one- and two-family homes. Off-peak ice 
storage used in churches, dairies, and breweries was also excluded from the 
survey. No site visits were undertaken. 
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2. OBJECTIVE 

Many people consider thermal energy storage to be in an e^^erimental^^ 

stage. TO show that this is - l-S^'^^f l^.^^g^'professlonais, building owners 
and will be published or the benefit "^ design P ^^ ^^^^^^ 3tor-

tional Information. 

of this survev is to document the extent of thermal storage 
The purpose of this survey is to j-̂  is hoped that it pro-

3. PROCEDURE 

3.1 Methodology 

The Thermal Energy Storage survey was divided into four distinct tasks. 

report. 

3.2 Information Sources 

Potential information sources were obtained in several ways. Thermal 
storage projects and design engineers who had designed and/or built thermal 
storage systems and were Lown to FRC personnel through their activities of 
longstanding in the thermal storage area. The Project Manager in his ca­
pacity as the founder and chairman of the ASHRAE Technical Committee on 
?hermll Storage? was familiar with engineers throughout the HVAC industry and 
with ele!ric'u ility personnel who had an interest in the subject. everal 
V -es of the Survey of Utility Load Management and Energy Conserva ion 
Projectsl.2 were used to identity electric utilities tnat naa "--"and are 
^ ^ T i n promoting thermal storage. The Electric Power Research Institute 
and the Edison Electric Institute were also contacted to supplement this list. 

A survey on chilled water storage facilities had been ""f'^^f" ""3^^;^ 

half of^the Luthern California Edison Company by Marx Ĵ ^̂ es Assoc a s.̂ ând̂  

the results of that survey were made available to tnis project, 

oftre^l storage devices also provided --^;,°^^,rdireftir°us:bi:'inf^rrn-

:riLr:h:Ve:::n1:nt::ter:ouid"prrvide'^"e":r Lre leads Which eventually 

provided information on storage projects. 
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3.3 Telephone Calls 

The bulk of the information was obtained by telephone or through ques­
tionnaires sent to follow up phone calls. "Cold" mail questionnaires were 
found to be useless. In many cases the initial phone call was sufficient to 
obtain the required information. In other cases, follow-up calls were re­
quired. Although multiple follow-up calls were unusual, some were necessary. 
These calls however, were usually positively received, and the information 
was eventually supplied. In cases when the individual contacted could not 
immediately make the time available to answer all questions, a follow-up call 
was made, or a letter including copies of the survey form was sent. Informa­
tion regarding contacts for additional sites was always encouraged. Frequent­
ly, individuals contacted about one project knew of additional sites and/or 
had knowledge of other engineers who had executed thermal storage projects. 
These leads were then followed up. 

3.4 Quantity of Contacts 

In most cases, a number of telephone calls was required before reaching 
the person who had the information desired. Thus, the total number of tele­
phone calls made for this survey is approximately one-thousand. 

In addition to the letters previously described, a thank-you note was 
mailed to all respondents who replied in writing. The total number of letters 
written is approximately one-hundred and fifty. 

3.5 Proposed Publication 

It is planned to have the results of the thermal storage survey published 
by ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning 
Engineers) in a special document. The society expressed its willingness to 
do so provided ASHRAE had some inputs to the contents and format of the docu­
ment. This input was obtained through a three-member ASHRAE Review Committee 
which met twice with FRC personnel and made recommendations that are being 
carried out. Publication is planned for later in the year (1981). 

4. RESULTS 

4.1 Overview 

Close to 300 installations in the United States and Canada have been 
identified. It is believed that this covers between 50% and 90% of all in­
stallations that actually exist in that area. Some technical information was 
obtained on 220 installations. Sufficient information to be included in the 
proposed publication is available for 175 at the present time. 

4.2 Performance 

The overwhelming majority of the thermal storage installations identified 
perform satisfactorily. Less than five percent of the respondents indicated 
significant problems, such as the break of an electrical cable embedded in a 
concrete floor, excessive thermal response time, lack of set-point temperature 
stability. However, documented performance records are virtually non-existant 
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In the majority of cases, the owners °%desxgners merely indicated^their^es^^ 

timates or their opinions as to the Performance of the^^y^ ^^ ,pe,,tors were 

any measured data to back up their claims. /:'";̂  , storage has upon over-

able to quantify the actual energy impact which thermal g 

all performance of their systems. 

The performance of the retrofit systems was equally -;J^f-^f/,^^,rs;s-" 

ing to the owners' reports. ""^""""^"^^^ '^^i^^fion or enlargement of the 

"If?er" energy consumption or cost data is not possible. 

4.3 Geography and Storage Type 

Of the 175 installations included in this " " ^ " P ^ ^ ; f^^J^^d h'eat 
storage systems, 23% were cold storage sys ems - ^ ^^^^^^^^^^-^.^ ,, ,eo-
and cold thermal storage systems. A summary or sysu vv 
graphic regions is shown in Table 1. 

Table 1. Geographic Distribution of System Application 

Heat and Cold 
. „. n^TA Cfo,-aoo StoraEB Total 

Region H 

United States 

Northeast 

Northwest 

Southeast 

Southwest 

Midwest 

Canada 

eat btorage 

38 

0 

10 

4 

28 

21 

6 

0 

2 

15 

7 

10 

17 

1 

3 

1 

9 

3 

61 

i-
i 

15 

20 

44 

34 

TOTAL 101 40 34 175 

The table shows that: 

Heat storage predominates in the East, the Midwest and Canada, 

Cold storage predominates in the Southwest, 
The Northeast has a relatively high degree of combination 

heat and cold storage systems. 
Storage is virtually non-existant in the Northwest. 

The preferred 
sand (29%), and bri 
stallations use pre 
In the United State 
by 2:1, but no ice 
predominates (82%) 
US installations us 
latent heat of the 

storage medium for hot storage is water (62%) followed by 
ck and concrete (9%). Two-thirds of the water storage m 
ssurized water with the storage temperature above 100 C 
s ice is the preferred storage medium oyer chilled water 
storage installations at all were found in Canada Water 
in the combined heat and cold storage installations a 
;e the sensible heat of water for heat storage and the 
water/ice transformation for cold storage. 
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A breakdown by storage medium, storage system, and country is given in 
Table 2. Only further investigations will allow a definitive analysis of 
whether this apparent trend in thermal storage system type and distribution is 
due to basic geographic climatic considerations or is entangled in rate struc­
tures, industrial distribution, and other economic considerations. 

Table 2. Storage Media and Systems by Country 

Storage Type 

HEAT STORAGE 

Pressurized Water (> 100°C) 
Unpressurized Water (< 100°C) 
Sand 
Concrete, Brick 

COLD STORAGE 

Water 
Ice 

COMBINED HEAT AND COLD STORAGE 

Water 
Water/Ice* 

TOTAL 

United 
States 

27 
16 
29 
8 

10 
20 

25 
6 

Canada 

15 
5 
0 
1 

10 
0 

3 
0 

Total 

42 
21 
29 
9 

20 
20 

28 
6 

141 34 175 

*Water is used for heat storage, ice for cold storage 

4.4 Incentives for Thermal Storage 

As a part of the investigation, the respondents were asked their reasons 
for installing thermal storage systems. Their responses are shown in Table 3. 

Table 3. 

Region 

United States 

Northeast 

Northwest 

Southeast 

Southwest 

Midwest 

Canada 

TOTAL 

Stated 
Thermal 

Reasons 
Storage 

for Installing 
Systems 

Peak Demand 
Reduction 

36 

1 

12 

20 

25 

34 

128 

Offpeak 
Rates 

23 

0 

1 

0 

16 

0 

40 
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A fi-nanclallv attractive in-
Demand reduction offers the most °^-°-,-^„f ̂^^^ges are levied for at 

centive for substantial cost savings, ^xnce dem ^^^ ̂ ^^ better part 

least the length of the ^-^^^^.^J^^jL^l the duration of that peak de-
of a year (demand ratchet tariffs) even though t ^^ ̂ ^^^^^ ^^^^^ p^^^3 
mand may be relatively short, the use of thermal g 
is highly beneficial. ^^ ^^^^^^^ ̂ ^ ^^.^,„_ 

Thermal storage by consumers may f ^ ™ ^ f\,3^„idespread use would be 

^I^ti'l^rirb^nl^i^i:! tru?iliti:":h:;e peak; show a high growth rate. 

4.5 Marketing 

Marketing of thermal storage systems invol-^^^^^^ :^::;da:y"actorL'\ll 
prime actor with manufacturers and design engineers as sec^^^ ^y^^^^^ ^^^^^^ 

of them are needed however if ^ ^ ^ P ^ ^ - 3 , , , „,,,e,i„g campaign by a 
energy storage is to be fultiliea. ™ BS utility and, in some cases, 
manufacturer can have a -8-f--^^7^^^^,°^e ^o thermal storage. Suitable 
on its policies if the economics are favorable to ^^^ ^^^ 
rate structures as well as the -axlabx ity of ut 1 y ^^^^ .̂  ^,^,,^,^aX to 
provide a marketing impetus to thermal storage y 
the utility and its customers. 

presumably, similar environmental conditions. 

5. CONCLUSIONS 

The majority of building owners and operators are highly satisfied^with 

T ' : 'Ih^fr -rutlLlInrs!"' T "pSat-rarpfrf^rmanL of thermal storage 
d::ices is ̂ xceflLtlver^ few cases of unsatisfactory operation were 

reported. 

The reduction of peak demand is the preponderant reason for installing 

utility industry as the major vehicle for wider use of thermal storage. 

There exists a large quantity of ^^-Utative performance data but very_ 

few quantitative performance and cost data. ^^^ P^^^"™^.^^^^^ ^3 an unnec-
age installations is rarely monitored because monitor napp_ars as^^^^^^^^^ 

essary expense to the building operator. If ''̂ ^̂ ^̂ '-̂ ' ̂ ^^^^e program to 
data are desired, an outside agency must inaugurate a separate progr 

that effect. 

Financial information on thermal storage P-J-^^^^^.f^to^'collecru "" 
able because neither the designer nor the owner has bothered 
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data required. A separate effort is needed to elicit this. What is desired 
IS a sufficiently detailed breakdown of equipment cost so that the incremental 
cost of thermal storage can be determined. 

6. RECOMMENDATIONS 

A detailed investigation should be conducted on a limited number of sites 
with stress on design parameters, performance results, cost breakdowns and 
economic impact on users and utilities. Concentrating on this smaller number 
of sites will result in detailed project descriptions and accurate cost in­
formation which would prove highly useful to potential users of thermal stor­
age. This limited number (say six to ten) of installations should be selected 
so that a variety of system types, applications, climates, and electric utili­
ties are covered. Both new and retrofit installations should be included. 

A design procedure for thermal storage installations should be developed. 

A methodology for determining the suitability of thermal storage to a 
particular application should be developed. This methodology should Include 
technical as well as financial consideration and criteria. 

Methodologies should be developed for optimizing thermal storage systems 
with respect to various parameters, such as lowest peak load, least energy 
consumption, least energy consumption during peak hours. 
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ABSTRACT'* 

An application analysis study of energy storage systems for 
automotive propulsion was conducted over a period of four years. 
The purpose was to identify the most promising energy storage 
devices and the vehicular missions for which the resultant propulsion 
systems are best suited. Projected costs of the vehicles are used to 
discuss the study's findings. Additionally, some preliminary findings 
concerning an assessment of the impact on energy storage device 
requirements of current transportation developments and trends are 
discussed. 

INTRODUCTION 

For a number of years we have been conducting application analysis studies 
addressing the prospects for energy storage devices and energy storage 
propulsion systems as alternatives to current petroleum consuming 
transportation systems. Several years ago, we completed a study concerning the 
use of energy storage systems for non-highway applications^. For the last four 
years, we have been assessing the prospects for using energy storage systems in 
automobile propulsion systems^, and we are now assessing the impact on 
energy storage device requirements of current transportation developments and 
trends. This paper will address the latter two issues. 

Because our transportation network, our economy, and our very social 
structure is vulnerable to embargo and petroleum shortages, the Office of 
Energy Systems, R&D, U.S. Department of Energy, initiated a study in late 1976 

•Work performed under the auspices of the U.S. Department of Energy by the 
Lawrence Livermore National Laboratory under contract number 
W-7405-ENG-48. 
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to examine various energy-storage ^^^'I'^^^^^XeJ'nternal combustion 
systems as possible alternatives to th« P f ^ ^ r researchers and analysts 
engine (ICE) propulsion syfe '"^-f^"I '°"f„d power systems, it is hard to fm^ 

comparison. 

^Lrx.r."oTKSisrrz,r- ..o....».- -
Laboratories represented were: 

Areonne National Laboratory 
BatteUe Pacific Northwest Laboratory 
Brookhaven National Laboratory 
Lawrence Berkeley Laboratory 
Lawrence Livermore National Laboratory. 

Four of the panels in-sti^ated energy. to .g^ r o r S f ^ A N L , ! 
Electrochemical Panel, chaired ^y f gonnf ^^^^°^ttelle Pacific Northwest 
examined batteries; the Mechan.ca^^Panel ĉ ^̂ ^̂ ^ ^^ ^^^ ^^^^.^^^ 
Laboratory (BPNL), eva uated "Jfc'^anical energy s g ^^^^^^ed hydrogen 
Panel, chaired by Brookhaven Nation^ Laboratory ^ B ; , ^̂  ^^^^^ ^^^ 

systems; and the Thermal P^"^!'^^'^^^f^.'i^t^ehaired LLNL. It investigated 
fifth panel, the Automotive f " ^ " ^ f P;j^f^3"7„;'f„ture automotive propulsion. 

worked closely together. 

ANALYTICAL APPROACH 

E . * .nv, . . iB.. i . . P..".l • = • - f „ ' S ' ' , S ' ™ " o o d ° ' ' T ' o t ; o ? m l ^ 

',Sorsn.o s«;;.rr.™i»":,o'r.op™«,.... .o .e 
accomplished for successful development. 

The projected characteristics of future energy-storage devices are 

uncert'ai^, ' ^ d that degree ^̂  " - ^ e r S 

the technology. 

performance equivalent to t°<̂ «y ^'"Vernal performance needed for a 
(that expected of a general-purpose automobile;, \^) P« 
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limited-range urban vehicle, (3) performance midway between the two, and (4) 
minimum usable performance. These performance levels shown on Table 1 were 
defined in terms of both acceleration, with power-to-mass ratio as a surrogate, 
and range with acceleration capability maintained to the 80% discharge level of 
the energy-storage devices or to the 80% depletion level of other energy 
supplies. For each performance category, four vehicle sizes were defined: 
2-passenger, 4-passenger, 5-passenger and multipurpose vehicles. Therefore, 16 
distinct vehicles were defined encompassing a wide spectrum of automobile 
types. In addition, the study considered three time periods: 1980-1985, 1985-1990 
and 1990-2000. 

In conducting the analysis, the calculated characteristics of ICE 
automobiles in each size/performance category were used as a baseline for 
comparison. Then we conceptually replaced the ICE propulsion system of each 
vehicle with an energy-storage propulsion systeni to provide the same vehicular 
performance. The calculated vehicle mass, size, energy use, and cost (as a 
function of the likelihood of attainment and the three time periods) represented 
the suitability of each energy-storage device and propulsion system in each type 
of vehicle. 

Table 1. Performance level requirements. 

Performance Power-to-mass 

ratio 
kU/k« (hp/lb) 

Approximate full-power 

acceleration time (s) 
0-4S lan/h 0-97 km/h 
(0-30 mph) CO-60 mpn) 

Equiva len t 
I n t e r m e d i a t e 
Limited 
Minimum 

100 
210 
120 
80 

(250"=) 
(150) 
(75) 
(50) 

o.o^g 
0.033 
0.026 
0.016 

(0 .03) 
(0 /02 ) 
(0 .016) 
(0 .01) 

14.7 
6 .8 
8.4 
13.2 

1«.8 
20.« 
21 .3 
35.1 

* Range determined at 80S fuel usage or 80X storage device discharge. 

Power measured at input to transmiasion, mass is curb mass plus a test mass 
of 136 kg (300 lb). 

° Includes rapid (5-15 min) refueling or recharging requirement. 

ENERGY-STORAGE DEVICES 

There are many potential candidate electrochemical systems for electric 
vehicle applications. From an original list of about 30 evolved a set of eight (8) 
as the most promising candidates. For ease in comparing them, they were 
divided into three groups: engineering, advanced, and exploratory. 

During this study, characteristics of the various systems were continually 
updated because of ongoing R&D and testing programs. In addition, there were 
improvements in the evaluation techniques. The Probable projections shown in 
Table 2 are the result of the evaluation. 

For all generic battery systems, there are design tradeoffs to be made 
between short-term peak-power capacity and battery energy content. The 
Electrochemical Panel projected the relationship between short-term 
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Table 2. Forecasts for batteries. 

Battery Time 
type period 

Prob. 
level 

Ec/3 
Hh/lq 

PH80' 
W/kg 

Cost'̂  Service 
^/kg Life, Years 

Pb/acld 

Ni/Fe 

Ni/Zn 

Na/S(cer) 

Zn/Cl2 

LI/FCS2 

Ka3(glass) 

1 
2 
1 

1 
2 
3 

1 
2 
3 

2 
1 

1 
2 
3 

2 
3 

2 
3 

Probable 
Probable 
Probable 

Probable 
Probable 
Probable 

Probable 
Probable 
Probable 

Probable 
Probable 

Probable 
Probable 
Probable 

Probable 
Probable 

Probable 
Probable 

F.,f.1npprinR acaRB 
•12 58 
116 53 
119 56 

55 
60 
65 

59 

64 

70 

70 71 
76 80 
80 86 
irivanced Stage 

90 
108 

90 
98 
105 

105 

125 

95 

1014 

111 

110 128 
120 110 
FYpToratory Stage 

112 
lie 

114 

120 

66 

95 
98 

102 
112 
130 

125 
135 
140 

100 
120 

95 
115 
120 

115 
130 

180 
200 

3.00 
2.76 
2.69 

6.S6 
5.05 
4.81 

9.22 
6.17 
5.27 

5.42 
5.20 

10.83 
8.05 
6.31 

9.42 
7.21 

6.37 
4.23 

3 
4 
5 

10 
10 
10 

2 
4 
5 

2 
3 

3 
4 
5 

4 

5 

2.5 
5.0 

a 1-1980-1985, 2-1985-1990, 3-1990-2000 

Suring the end-use analysis In tbe optimization process. 

c Specific peak power when 80J discharged. 
0 1977 dollars, since specific energy can be adjusted, cost per unit weight 

is important. 

„s-,o 3.,> ^pt'ir.'r»«:\r <S*o*s sV's'."' ™' 

because of inaWUtj to adjust their cliaraeleriatra. 

The Electrochemloal Panel also mad. P ^ i " " ' ™ ° ' f ^ j f " J i , " 

~ S u r j..srsr£r.h;" StS,;'L"i?cu. 
included in EV modeling efforts untU now. 

laeiud̂ ywr ;s=r>rss3^s^£S £ 
for achieving performance equivalent to gasoline-fueled vehicles. 
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Six types of mechanical-energy-storage devices were selected for 
evaluation. Linear-elastic solids, elastomers and liquid springs appear too 
impractical for automotive systems. Flywheels, compressed-air storage, and 
hydraulic accumulators appear practical but not as primary sources of propulsion 
energy (because of low specific energy). Flywheel systems have marginal energy 
densities and continuously lose energy but are good power-boosting devices. 
Compressed-air storage requires a source of thermal energy and would have to 
be used in combination with a heat source. Hydraulic accumulators have very 
low specific energy but could be useful in hybrid applications, since hydraulic 
components are well developed and reliable. The Probable projections for these 
mechanical energy-storage devices are given in Table 3. 

Table 3. Forecasts for mechanical energy-storage devices 

Storage 
Device 

Isotropic ° 
Flywheel 

Composite ^ 
Flywheel 

Compressed '̂  
Air 

Hydraulic ® 
Accumulator 

Tlme^ 
Period 

1 

2 

3 

1 

2 

3 

1 

2 

3 

1 

2 

3 

Probability 
Level 

Probable 

Probable 

Probable 

Probable 

Probable 

Probable 

Probable 

Probable 

Probable 

Probable 

Probable 

Probable 

Specific 
Energy 
Wh/kg 

6.6 J 

8.8 > 

IX.0 ) 

22.0 \ 

33.0 \ 

hS.O ) 

26.11 \ 

Ht.Q \ 

33.0 ) 

3.5 j 

4.8 \ 

. 3 ) 

Cost'i.o 
«/KE 

6.60 

10.65 

f 

f 

' 1 - 1980 - 1985, 2 - 1985 - 1990, 3 -' 1990 - 2000. 

*• 1977*. 

o Includes motor housing and vacuum pump. 

"̂  Includes pressure vessel and air stored at 10.3 x 10^ Pa. 

* Includes pressure vessel with compressed gas. 

Costs of these devices were not calculated separately. Cost is sensitive 
to the power and energy required. In each case, the cost was made part of the 
vehicle cost analysis. 

The energy-storage requirements for power-boosting are a small fraction 
of what would be required if the flywheel system were used as the principal 
source of energy. Both the isotropic and state-of-the- art fiber-composite type 
flywheel systems could improve the performance of vehicles. The choice will 
depend on their relative impact on the vehicle price, reliability and safety. 
Extensive analysis of these factors indicates that although the specific energy of 
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the fiber-composite flywheel ^ P P - s to ' . ^ ^ - c h Ĵ ^̂ ^̂ ^̂ ^̂  i T t ' h f t r e 
flywheels, the uncertainty in Predicting their mecn^ research funds, the 
plLes th^m at a ^^^^vantage Given time and - fiĉ ^̂ ^̂  ^^^^ ^^^^ ^^^^^^ 
fiber-composite flywheel may reach a level oi aeve f 
these uncertainties. 

Chemical storage syatem. - - ^ ^ X ^ S l r . C ' e d T . I t m S 

ssvra x r i5?."St=b.\iŝ ", -. - - - -
it can be burned. 

The hydrogen systems - ^ 1 - - ^ , , - , ^ ^ ^ ^ ^ i ^ r ^ g ^ ^ ^ ^ ^ ^ ^ 
liquid (cryogenic) hydrogen sys em ^hje using titan ^^^^^^ ^ ^ 3 ^ with 

l ^ f d ^ S a f h i g r ^ r L r ^ L n ^ ^ d i L r ^ ^ ^ ^ fashion to supply 

hydrogen 
Liquid hydrogen systems P^-e the ^ r o g - at itŝ b̂ ^̂ ^̂ ^̂ ^̂ ^ 

(-252°C) in insulated tanks, " i s used as a f |^°; ' |3f^\"'?,ydrogen carrier at 
a vaporizer. Iron titanium hydride ( F f ; « x /^^J^^i.^^ion of heat wiU release 
ordinary temperatures a"^ moderate pressures PP ^^^^^^ hydrogen 
the hydrogen. The hydride f^^"^f " '^^ '7 / , " ^a^^o iron titanium (5.5%). The 
reversibly. The content of hydrogen is " '̂eher tnan lor ir hydrogen at high 
particular glass used for the gl«^„;";=[°^P'^^^:,^\2^'peTat?res The colt of these 
temperature and has a low Pf'"^«' ' ' l 'y / ! , , "^e .^included in the vehicle cost 
S - % ^ ^ i r ' 4 l ^ r t h t pToba^f p S c t ^ ^ ' ? o r t h e s e hydrogen-storage 

devices. 

Table 4. Projected specific energy and specific peak^power 
at 80% discharge for hydrogen-storage devices. 

s p e c i f i c energi; S p e c i f i c peak power 
(uh/Krrl 801 d i scha rge ) 

Storage P r o b a b i l i t y Vihlisl (U/KK) 
device l e v e l ^^^^_^^ „ a 5 - 9 0 1990-2000 1980-85 1965-90 1990-2000 

L i c u l d H j Probable 675 1080 1680 

04 QO 96 1100 1230 1320 
FeTlH, Probable 84 90 

probable 105 1 « " ^ 870 1230 1380 

i Heat content va lues nave been conver ted to t h e i r mechanical e o u i v a l e n t 

iminiz ^Dt e f f i c i e n c y . 
o T t b i s c a s e , peak-power c a p a c i t y i s determined by hea t eng ine . 

Thermal storage systems whî ĥ use materials cap̂ ^̂ ^ 
energy in significant quantities, which are used to P^°^^°^ ^ ^ ^^^^ ^ for 
ener'^ source for a Stirling engine ô  some o^herex^ern^ 

T t r a ^ p l S r : ; c h ^ u S Z r i d e r c L e it is an attractive thermal 
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energy storage material for two reasons: it has a high energy density 
(approximately 0.5 kWh/kg,) and it releases its heat-of-fusion only 20c below 
the maximum system temperature (1121 K), which permits a Stirling engine to 
operate very near its maximum efficiency. Since it is believed that these 
devices stiU need considerable resejirch and development, we only believed them 
lil<ely in the 1990-2000 time period if one made optimistic projections. 

ENERGY STORAGE PROPULSION SYSTEMS 

The Automotive End-Use Panel and the Energy-Storage Panels selected 
seven generic types of energy-storage propulsion systems to be analyzed: 

• All-battery systems • Hydrogen-fueled ICE systems 
• Battery/flywheel systems • Hydrogen fuel-cell systems 
• Dual-fueled hybrid systems • Thermal-storage/ICE systems 
• Power-leveling hybrid systems 

Mechanical storage devices were judged unsuitable as primary sources of 
propulsion and were limited to power leveling. The dual-fueled hybrid system is 
a minimum or limited-range battery/flywheel system for electric operation, and 
in addition, a small ICE is included for hybrid operation when vehicle range 
extension is required. The power-leveling hybrid systems permit analysis of the 
effect of mechanical storage devices and batteries employed to level ICE 
engine-power requirements. Two additional systems were examined to see if 
turbines are better than the Otto cycle engines for this application. These 
systems combine a turbine with a small power-boosting flywheel. The 
hydrogen-fueled ICE systems were similar to the basic ICE propulsion systems 
except for the fuel storage system and the characteristics of the 
hydrogen-fueled engine. The magnesium/nickel hydride system was combined 
with the iron titsmium system (dual-hydride) to eliminate large start-up heat 
requirements. We also examined hydride-fueled fuel cell systems with a battery 
power booster. The thermal system employed a lithium fluoride heat source and 
a Stirling engine. 

RESULTS AND CONCLUSIONS 

Many energy-storage devices and automotive propulsion systems have been 
examined. Only a sample of the end-use analysis results are presented in this 
paper. They are for a five-passenger vehicle and the Probable case. Many other 
cases are given in reference 2, or they can be inspected through the Technology 
Info-mation System (TIS) available through LLNL. 

In discussing the study's results, it is useful to divide the energy storage 
propulsion systems into three categories according to purpose. These are: 
electricity utilization, alternative fuel utilization, and petroleum fuel economy 
improvement. As stated earlier, initial vehicle cost can and will be used as a 
parameter for comparing vehicles of equal performance. 

Figure 1 indicates that energy storage propulsion systems designed to 
maximize the use of electricity will be able to achieve various performance 
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levels. TO interpret this figure and^hose - - r s : ; i e f o 7 ^ i r m a r k s w £ 
information is presented as a vertical t c mark 
relate to time periods of availability as follows: 

1990-2000 1985-1990 1980-1985 

For energy storage systems the ^ / ^ ^ ^ - ^ V r f n o T ^ r ^ ^ c l e T a r a t a r b ^ r t^e time period. Since ^ome storage devices were not PM ^^ ^_^^^ ^^^^^ 
first or sometimes ^^cond time pericxl the tic ma ^^^ (Baseline) system, 
single tic mark represente the l^^^ ' f °° Pf'g^'formance automobile, the time 
- " = ^ '̂  °"r^Le^;TslnceTheTa^ a c S y Se°c?ed to increase in cost in the 
periods are 
future 

An examination of Fig. 1 'n-^'-tes that an ener^^^^^^ 
cost more than ICE systems and ^^ej^ost difference wu ^̂ ^̂  ^ 
The dual-fueled hybrid ('" ^h.s =ase f0 km elec r^c ra ^ 
equivalent performance vehicle at about !'"> ^ ^ Pf^^'";";^,^, ehoice given the 
Minimum Per/ormance is - ^ " - f ' X m a n c e ' r e q u i r e m e n t s are increased, the 
: o T e r r d a i r : p p e : r \ ' o h^/vf^ advantage in the later time periods. 

Figure 2 indicates that flywheels do not ^ ^ J P ^ ' ; ; ^ - y ' l f t h ? n ' e a r t e ^ : ^ requirements, but their import^ce increases par ic^arly m t ^ e ^ ^ dual-fueled 

K r l d Z ' X \ ? a n ^ r e f L ^ ^ w r r o f ^ ^ smaller heat engine. 

In the utilization of alternate fuels area. Fig. 3 indicates that hydrogen 
systems ^mp^^e favorably with HV. Table 5 presen^ a - P - o ; , ^ ^ , -
power leveling hybrid results. These systems are ?,!^«ne a ^^^^ 

V'r. 'I l l i t i c f Tri^Uyrci:Xylll<^m:^^^rn) are also for 
than the baseline ICE. J,„^ ^ ' l / f c E except for the turbine/flywheel systems. 
l\eTull^c^sVw^m^be^rdu^c'ed,'the react ion is not enough to overcome the 
higher initial cost in most cases. 

The four-year study effort of Energy Storage Systems for Automobile 
Propulsion has led us to the foUowing selected conclusions: 

•m-wmwismm 
all-battery electrics. 

r t U r - t h t a r ? a " d unc'ertâ ntr̂ ^^^^^^^ of future battery characteristics. 

. All advanced energy-storage devices and vehicles are high-risk 
developments. 
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Equivalent 

Five passenger - probable ° 8000 

Baseline ICE (equivalent) initial cost (1977$) 

All 

battery 

EVs 

EVs 

All 

battery 
EVs 

Dual-fuel/ 

hybrids 

Pb-acid 
Nl Fo 
Ni-Zn 
Zn -C I ; 
Li A l FeS2 
Na-S[cer] 
Na-S [glass] 

Pb-acid 
Ni-Fe 
Ni-Zn 
Zn-Cl2 
Li-AI-FeS2 
Na-S(cer] 
Na-S[glau] 

Pb-acid 
Ni-Fe 
Ni-Zn 
Zn-Cl2 
Li-AI-FeS2 
Na-S[cer| 
Na-S[glasi] 

Pb-acid 
Ni-Fe 
Ni-Zn 
Zn.Cl2 
Li-AI-FeS2 
Na Steer] 
Na-S[gla»] 

H " 

^ 

^ 

H — 

, , 

1 

Fig. 1. Projected initial cost (1977$) of energy storage automobiles 
designed to maximize the use of electricity. 

Initial cost (1977S) 

Fivfl passenger - probable 

Baseline ICE 

All 
banary 

EVs 

(low power) 

Battery/ 
flywheel 

EVs 

Pb-acid 
NI-FB 
Ni-Zn 
Zn-C\2 
L.-AI F»S2 
Na-S(cer) 
Na-S[9lau| 

Pb-acid 
Ni-Fe 
N iZn 
Zn^: i i 
U-AI-FeS2 
Na-5icer| 
Na-5(glau| 

All 

EVs 

Battery/ 
flywheel 

EVs 

Pb-acid 
Ni-Fe 
NiZn 
Zn-Clj 
Li-AI FeS2 
N3-S(cer) 
Na-S(al«H] 

Pb-Kid 
Ni-Fe 
Ni-Zn 
Zn-Cl2 
Li-AI-Fe52 
Na-SIeer| 
Na-SlglanI 

) 8000 

• 
* " "T* 1 

-^ 1 

1 , 1 
IN ' 

^ 1 
'̂ ^ ' [ 

" T ^ 

Fig. 2. Projected effect on initial cost of adding a flywheel to EVs. 
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Min imum 
Al l 

battery 
EVs 

Hydrogen 

Limited 

Pb-acid 
Ni-Fa 
NiZn 
ZnCI; 
Li-AI FeS2 
Na-S 1 car 1 
Na-Slglatsl 

Fuel cell-batlerv 
FaTi-ICE 
Dual hydride-ICE 
Liquid hvdf°f l^" ' 

Pb-acid 
Ni'Fe 

A l l Ni Zn 
battery Zo-cij 

EVs Li-AI F>S2 

Na-Slglaiil 

Hydrogen 

ntermediate 

A l l 
battery 

EVs 

Hydrogen 

Fuel cell batterv 
FeTi-ICE 
Dual hydride ICE 
Liquid hydrogen* 

Pb-acid 
Ni-Fe 
Nl Zn 
Zn-Cl2 
LiAI-FeS2 
NaSIW-l 
Na-S(glaii] 

Fuel cell-batterv 
FeTilCE 
Dual hydridelCE 
Liquid hydrogen ' 

In i t ia l cost 1 977S1 
8000 

p 
n 1 • 

";j_^ 

(IZT* 

M-l 

J; 
?i 

i 1 
, 

. 

Fig. 3. Comparison 
of the initial costs (1977$) of hydrogen 

and electricity powered automobiles 

a Microsphere-ICE 
level. 

^^il^^biles were not projected available at the probable 

Table 5. Comparison of initial and life cycle costs of power-leveling hybrids. 

Five passenger - probable 

Initial 
user 
cost 

(1977$) 

Life 
cycle 
cost 

{1977$/km 

Vehicle type 

Baseline ICEV 
ICE/comp air 
ICE/hyd accu 
ICE/flywheel (FC) 
ICE/NiZn battery 
Turbine/flywheel (Iso) 
Turbine/flywheel (FC) 

Baseline ICEV 
ICE/comp air 
ICE/hyd accu 
ICE/flywheel (FC) 
ICE/NiZn battery 
Turbine/flywheel (Iso) 
Turbine/flywhee) (FC) 

1980 • 1985 

Prob 

3490 
4540 
4400 
3780 
4070 
3960 
3910 

0.085 
0.097 
0.098 
0.087 
0.099 
0.085 
0.084 

1985-1990 

Prob 

3550 
4400 
4370 
3750 
3830 
3830 
3750 

0.086 
0.095 
0.097 
0.087 
0.090 
0.079 
0.080 

1990 - 20OO 

Prob 

3620 
4360 
4330 
3720 
3710 
3650 
3620 

0.088 
0.094 
0.097 
0.087 
0.086 
0.076 
0.075 
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• Near-term EVs are expected to achieve only minimum and limited 
performance. 

• Most ESVs will weigh more and cost more than their ICE equivalents. This 
cost differential will decrease with time. 

• If ESV performance is reduced, then these automobiles can be more 
cost-competitive with today's ICE vehicles. 

• The Pb/acid battery system is projected as having the lowest cost for 
minimum-performance EVs and for the dual-fueled hybrid vehicle (DFHV) in 
the near term at the equivalent-performance level. In later time periods, 
the advanced batteries allow better performance and also have lower inititil 
£md life cycle costs for EVs at the minimum and limited-performance levels. 

• Flywheels or other mechanical-energy storage devices appear advantageous 
in higher performance EVs, where the cost of the battery capacity needed to 
reach a required acceleration level may be much greater than the cost of 
achieving this capability using a mechanical power boost system. 

• Hydrogen systems compare favorably in cost with the all-battery EVs. 
Liquid-hydrogen storage systems approach the ICE systems in initial cost at 
the equivalent-performance level but have higher life-cycle costs in the 
early time periods. 

• Dual-fueled hybrids are projected to provide vehicles of equivalent 
performance over aU time periods, at costs comparable to the 
limited-performance EV. However, petroleum costs and availability could 
seriously affect the status of the DFHV. 

• Although performance and cost projections for the exploratory Al-air 
battery system have a high degree of uncertainty at this time, the specific 
energy and rapid refueling capability are expected to make it the only 
electrochemical system with realistic prospects for achieving performance 
equivalent to gasoline-fueled vehicles. 

• Factors such as safety, supply problems, and infrastructure impose serious 
problems on several systems including thermal-energy storage and hydrogen 
systems, especially the cryogenic liquid system. 

CURRENT ANALYSIS 

This year we began to examine market and technology development trends, 
and to obtain an understanding of what is and is not believed important and/or 
what is believed technically possible. While emphasis is on the application of 
energy storage technology to electric and hybrid vehicles, other transportation 
applications are considered as well. Current transportation developments and 
trends impact future energy storage device requirements. We are monitoring 
these trends. In addition, technological developments which improve storage 
device characteristics or provide greater confidence that desired goals will be 
reached change the projected role of those devices in transportation. Our 
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efforts then are directed toward determining the impact^^U^^^^^^^^^ 
on electric and hybrid vehicle techno og, ^."f ' l r tsTe^so being monitored to 
other transportation applications. Analysis ettortsar ^̂  addition, 
identify market and technology trends ^^at m ^ ^^'^Pl'^o^ / ^^^ ^̂  .^^^ 
where incorrect data has been used or data ^a^ ^^en incorre y^^^.^^ ^ ^ ^^^ 
market and technological projections the ^^^^cllvify misunderstandings, 
source of those errors are being identified in oraer lo i-ia y 

we have investigated many claims of ^ - i e e j p r o v e m e n ^ ^ o ^ m̂ ^̂ ^̂ ^ 

? te country which will effect R&D on energy storage devices. 

For examining the procedures - e d and thus the validUŷ ô ^̂ ^̂ ^̂ ^̂  

current EHV and energy storage '^e^'f .«"^ f j ^ ' "'teneTalized procedure for 

study. However, that study made project ons on best ava 
information, either improving ^ata or evalua ion methods is ̂ b^^^^ 
understand its influence on the projections. But tirst, tne vaiiany 
questioned. 

To date numerous studies have been reviewed to determine if their vehicle 

the following: 
. In some cases the peak power requirements of a vehicle and thus of 

the enerffv storage device were not considered. In some vehicle 
a p p l i c S s , they can be more demanding than energy requirements. 

, In some analyses comparing various energy storage devices for use in 
veh.cTes,^e found that systems were not compared on a eonsiftent 
bas s For example vehicles were compared for energy eff'e'ency 
when the vehicles had different range capabilities. Normalizing for 
range gives quite different results. 

In order to insure that our database is as current as possible and that ?=ssss,sisifi:£si 
and/or energy storage system companies I" af^aion, we have contacted^ a^ 
additional 50 of these firms and expect rep i s in ^ ^^ 

' J r ^ r e n t S m ^ ^ ^ ^ ^ t s r - w : ^ ^ r e t a i n this information in a form 
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that can be readily reviewed and updated to assist us in making performance 
predictions and determinations of the impact on energy storage systems 
development. We also plan to make this information available on the Technology 
Information System (TIS). 

This study was just initiated this fiscal year and, therefore, it is too early 
to draw definite conclusions. However, there are a few important factors that 
are surfacing because of it. They include: 

1. Many analyses of systems overlook subtle factors which can totally 
change the results. 

2. There should be better representations of batteries as power sources. 
Such a representation must include factors such as peak power 
demand, cycle life as a function of depth of discharge and rate of 
charge, to mention a few. 

3. Analyses often do not consider attributes which influence 
acceptability. For example, more emphasis should be placed on 
safety and environmental factors, particularly for the more volatile 
sources. 

4. This study is also pointing out the need for an up-to-date database 
and the reduction of information to a common basis. 
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ALUMINUM-AIR BATTERY SYSTEM 

ASSESSMENT OF TECHNICAL AND MARKET VIABILITY 

FOR ELECTRIC VEHICLE APPLICATION 

A.J. Salkind, H. Seiger, A. Mundel, L. Cuthbert, E. Walker 

Alvin J. Salkind Associates 
51 Adams Drive 

Princeton, New Jersey 08540 

ABSTRACT 

This project was an assessment of the viability of the 
aluminum-air battery, with mechanically replaceable anodes, as 
a power source for electric vehicles. The system is a high energy 
density system, in the range of 200-400 w.h./kg depending on 
size, and other parameters, and offers the possibility of ex­
tended range vehicles. Technical and market problem areas were 
analyzed and suggestions listed for continuing research prior­
ities. The cost and infrastructure for replacing and reforming 
the aluminum electrode is the major component in the cost pro­
jections for the system. Studies have not yet progressed to the 
large multicell battery development stage so the mechanical and 
cost aspects of the system are projections with considerable 
variability at this point. 

ASSESSMENT AND EVALUATION SCOPE 

This project was an assessment of the technical and market viability of 
the aluminum-air battery as a power source for electric vehicles. However, 
this assessment was carried out while the system is still in the compara­
tively early research stage. The calculations and conclusions are based on 
reported laboratory findings which are still variable and improving. The 
recommendations and conclusions are therefore best used as a guide to iden­
tifying problem areas and as a help to establishing priorities for research 
and development. As the chemistry and mechanics of the system become fixed, 
and a degree of manufacturing variability established, a more exact assess­
ment of the role of this battery system in the electric vehicle program will 
be possible. 



162 

TFCHNICAL BACKGROUND 

Aluminum and other metals more negative than -^"-^^"^^^^^^^^"'"^^^ous 
incapable of being recharged or reformed from ^^f °"^J^"f3°'/i'";ion by 
battery systems using high energy anodes have ^'^'^^^f ̂ J f ̂ ^^f.^^i^tes \.t 
utilizing non-aqueous organic electrolytes, or molten «f "̂ êlectroiy 
elevated temperatures). Another approach, as used in ̂ ^̂ ^ aluminum air 
battery, is to mechanically replace exhausted electrodes with new electrodes 
and to^reform the aluminum external to the battery in ̂ ^f ̂ « ^ ' "°^,^''"^°"' 
molten salt cells of the aluminum industry. This " " " P ^ ^ ^ ™ ^ t t " y user, 
sideration an infrastructure different from that of the -'^^l^/^^^^y ̂ ^̂ •̂ • 
The concept has, on the surface, some extreme virtues. It """^^ ^^^^^^^^ 
energy base for recharge from electrical energy, which is used i" Pl"g^" 
battfry chargers, to the general energy base of the aluminum industry with 
the opportunity to use hydro-electric and coal power for the aluminum pro 
duction cells."̂  However, at the moment, the infrastructure for --hanical 
replacement of electrodes and collection and shipping of discharged battery 
material is not in place and possible problem areas are discussed m the 

report. 

TECHNICAL ASSESSMENT 

The aluminum-air battery appears to be capable of being a very high 
energy density power source in the order of 200-300 watt. hrs. per kilogram 
with volumetric energy densities in the range of 120-200 watt. hrs. per 
cubic decimeter. This is shown in Figure 1 as a function of the probable 
power requirements for different sized vehicles. There are two major para­
meters that affect the energy density of this battery system. One is the 
power required for each size; the other is the ratio of aluminum to water 
carried aboard the vehicle. For this calculation we have used a 35 kilowatt 
hour battery at a 30-kilowatt rate for the calculation of the small vehicle 
performance, 80-kilowatt hour battery at 50-kilowatt rate for an intermediate, 
and 200-kilowatt battery at a 70-kilowatt rate for a van or large vehicle. 
The plot shows energy densities at two ratios of aluminum to water. The 
concept proposed by the Lawrence Livermore research group is shown as the 
n=4 curve. That is, four times the aluminum capacity is carried on board 
as the amount of water needed to react with it. This means the aluminum 
would only have to be replaced one-fourth as frequently as water. Higher 
energy densities would be obtained when equal reacting masses of aluminum and 
water are carried aboard the vehicle, shown as the n=l curve. In any case, 
the aluminum-air battery appears to be capable of being a very high energy 
density system based on extrapolations of current single-cell experiments. 
The major technical strengths and weaknesses of the system are summarized m 
the following table: 

Technical Strengths and Weaknesses 

Strenths 

• High energy density cell system 

• Compact - high volume density 

• Moderate temperature operation 
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• Not dependent on critical materials 

• Reasonable power density between .22-.62 watts/cm^ of anode 

surface 

Weaknesses 

• Anode corrosion releases hydrogen, as well as causes self-
discharge. For long term stand, stack may have to be drained. 

• Round-trip energy efficiency low. in the range of 32% to 43%. 

based on present aluminum alloys. 

• Hazards of contact with hot caustic electrolyte 

• Many mechanical parts with plumbing connections 

• Auxilliary power required for start-up and shut-down 

There does not appear to be one single, technical difficulty which would 
completely stop the development of practical aluminum-air batteries. Rather, 
there are a considerable number of design and engineering problem areas which 
must be overcome, each of which contributes to the loss of some efficiency 
and reliability and also production and use complications. A new infra­
structure for the exchange of electrodes and the handling of discharged 
material will be necessary. 

ECONOMIC AND MARKET ASSESSMENT 

The cost of operations of the system appears to be the most difficult 
projection to make at this point tn the technical development. The operating 
costs of the battery are dominated by the cost of the servicing and recycling 
of the aluminum electrode material. This represents approximately 80% of 
the operating costs. Some of those involved in the research and development 
of the system have projected a cost per mile in the order of 10 cents. This 
project assessment team arrived at an operating cost calculation estimate in 
the order of 16-17 cents per mile. The difference reflects differences in 
assumptions on the credit for used electrodes and discharged active material. 
Although they may appear to be very divergent, in our opinion, it is not 
unusual to have this degree of difference in projected operating costs at this 
early stage of a project. To project these costs into the future requires a 
judgement as to the cost of aluminum compared to the costs of alternate fuels 
and is not covered in detail in this project. However, even at the higher 
costs, the assessment team believes there is a market for this high energy 
density power source in some particular niches of the electric vehicle and 
fork lift truck industry. 

COMPONENT ANALYSIS 

Air Electrode 

The air electrode appears to be performing reasonably well in small size 
continuous operation. Data is needed in determining the effect of size on 
variability, including wetting, and of the changing drain rate, intermittent 
operation, and extended lay-up. The useful life characteristics may also be 
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affected by these factors, particularly in the presence of stannite and 
gallium. Large-scale cathode manufacturing processes have not yet been 
identified. 

Anodes 

The aluminum anodes are the major cost item of the cell. The corrosion 
of the aluminum is important; it affects the use and market acceptance as 
well as the cost and performance parameters. The initial work on the battery 
has been done with available aluminum alloy electrodes designed for other 
purposes. The electrochemistry of the aluminum should be investigated more 
fully with the aim of reducing the amount of expensive and strategic alloying 
agents, reducing hydrogen evolution and controlling the self-discharge char­
acteristics of the system, and improving the voltage current density response 
to allow a simpler interface with the load. A more thorough understanding of 
the surface composition of the anode during discharge, the kinetic mechanism 
of the hydrogen evolution, and the role of impurities on these kinetics might 
well allow designers to significantly improve the aluminum-air cells for 
electric vehicles or other purposes. 

Other Components 

As conceived for electric vehicle applications, the aluminum-air system 
includes a number of chemical engineering unit operations which support the 
functioning of the cell stack. The carbon dioxide absorber, humidifier, 
hydrargillite crystallizer and dryer all present interesting engineering 
challenges, before they can be included in the compact, maintenance-free 
system envisioned for the vehicle battery. The integration and control of 
these operations to maintain the system in material and heat balance is a 
further engineering problem. 

CONCLUSIONS AND RECOMMENDATIONS 

1. The aluminum alloy-air cell is presently in the research stage. Small 
single research cells have demonstrated very high energy and volume densities 
and many design and engineering innovations have been achieved. However, 
there are many unresolved fundamental electrochemical, manufacturing, design 
and engineering problems. These have to be investigated, scaled up. and 
multicell battery operations carried out, before technical feasibility as an 
EV battery is demonstrated. Multicell operation usually generates other 
problems such as, non-uniform temperatures, intercell parasitic currents, 
electrical connections, replacement of parts, and non-uniformity of components. 
The present calculation indicates operating costs to the user of approximately 
16-17? per mile at today's aluminum prices. 

There are other approaches to the goal of long-range electric vehicles, 
which appear to be more rapidly realizable and. in addition, may be more 
energy efficient. The ICE storage battery hybrid would have a simpler infra­
structure and would almost fit within the present infrastructure. 

2. The assessment team believes that there are special applications for this 
innovative technology, aluminum-air system. Some of these are in special 
electric vehicles and material handling trucks where the economics of 
this system, even from a pessimistic view, would be acceptable. 
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3. The likely market niche for this system is in fleet ̂ f i-T^"' °^ "'^^^^ 
large groupings of vehicles, where a service facility can be ^""grated int 
the infrastructure. The projected cost per unit of the system makes it most 
attractive as a replacement for inefficient stop-start vehicles sucn as 
delivery vans, service fleets, utility equipment and buses. 

4. Recommendations 

a) The aluminum alloy-air cell should be investigated in a fundamental 
way because it is capable of providing a high energy, density convenient, 
energy source for some special applications. 

b) Multicell studies (5 cell minimum) should be carried out in the 25 
cm by 40 cm proposed electrode size to identify multicell problems, as soon 
as possible. 

c) Sufficient cells should be built of one size and chemistry to iden­
tify cell-to-cell variations and variability of the components. These groups 
should be run through simulated cycles to study performance and problems of 
intermittent use. extended storage, and safety. 

d) A most important factor to be investigated near term is the mechan­
ical replacement of the anodes. This must be demonstrated to be quick, 
efficient, mechanically simple, safe, and leak proof. A considerable cost 
variation estimation exists because this has not yet been done. 

e) There exist other possibilities of making a power cell, not using an 
aluminum sheet; for instance, aluminum balls in a noncorroding anode basket. 
These could offer considerable operating economics and should be considered. 

f) Increasing the energy efficiency of the system by a fundamental 
study of the aluminum alloy has a major economic benefit. 

COMMENTS ON TECHNOLOGY ASSESSMENT 

The assessment team appreciates the cooperation of the staff of Lawrence 
Livermore National Laboratory and others in providing material and discussions 
of the interpretation of present data and concepts. This assessment is. as 
are others, done on a one-time basis; it is a snap-shot of a moving story and 
can best be used to identify problem areas and decision points. We believe 
an ongoing evaluation is necessary of major projects of this type and recom­
mend a program advisory board Including members outside of the project team 
and the industry associated with it. This board should have knowledge of the 
economic and technical characteristics of other systems and have manufacturing 
experience, so that realistic and credible comparisons and projections are 
feasible. The board should review the economics and human safety engineering, 
manufacturing process, investment, and return investment calculations on a 
continuing and/or regular basis. It would also be possible to analyze other 
approaches to the goal of electric vehicles, especially long-range vehicles, 
and to compare their time-table for development, energy efficiency and market 
acceptance factors. 

Members of the Technology Assessment Team: 

Dr. L.Cuthbert. Dr. R. Freeman. Mr. A. Mundel. Dr. A.J. Salkind. 

Dr. H. Seiger and Dr. E. Walker. 
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COST-EFFECTIVE GOALS FOR BATTERY RESEARCH 

R. C. E l l i o t t , R. F. McAlevy,* P . C. Symons,* S. H. Nelson, 
H. N. S e i g e r , * and W. J . Walsh 

Energy & Environmental Systems Division 
Argonne National Laboratory 

9700 S. Cass Ave., Argonne, IL 60439 

ABSTRACT 

During 1980, a methodology was developed for identifying 
battery R&D goals which are optimum for electric vehicle mis­
sions. This paper describes the general outline of this meth­
odology and shows some typical results for the case of lead-
acid batteries used in "second cars". The 1977 National Per­
sonal Transportation Study provided the basis for establish­
ing range and payload requirements. 

I. INTRODUCTION 

The objective of this work is to develop a logical, understandable, 
and valid method for establishing battery R&D goals which are optimum 
for electric vehicle applications. The method has the following fea­
tures: (a) comprehensive modeling of key battery relationships, (b) 
avoidance of premature specification of battery or vehicle characteris­
tics, (c) identification of range, acceleration and payload which match 
EV mission requirements, and (d) optimization using the minimum-owner­
ship-cost criterion. 

Argonne National Laboratory, Energy & Environmental Systems Divi­
sion, began this effort in June, 1980. During 1980, a closed-form math­
ematical system was established and sample computations (involving 
sodium-sulfur batteries in fleet light trucks and fleet autos) were made 
to illustrate the technique. Total discounted user cost-per-km was se­
lected as the objective parameter to be minimized. The combination of 

*Consultants 
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characteristics which led to least cost represent potential research 

goals for the battery developer. 

In 1981, work is progressing toward the derivation °f ^ ^ " " y 
goals based on careful statistical analysis of the 1977 National Per 
Tonal Transportation Study data for 2-car households. Preliminary re-

ults have been obtained for lead-acid and " | = \ ^ ^ - - ° " ^ f ' ^ l / ^ r k 
vehicles for the "second car" mission. Highlights of the FY-81 work 
Include: (a) analysis of cycle life/depth-of-discharge effects and 
(b) dev;iopment of an equation which depicts the interrelationship be­
tween specific energy, peak power, and cost. 

II. METHODOLOGY 

The goal derivation methodology rests on the analytical characteri­

zation of four key elements. These are: 

1. Electric Vehicle Technical Description, 

2. Battery Technical Description, 
3. Vehicle and Battery Costs, and 
4. Mission (Usage) Description. 

Total discounted user costs per unit distance are computed based 
on these four elements and minimized over appropriate data input ranges. 
The resulting battery characteristics at the minimum cost are the goals 
for the particular case studied. 

Data bases and functional relationships have been developed for 
sodium-sulfur (ceramic electrolyte), lead-acid, and nickel-iron batter­
ies Vehicle data have been collected for two-car households, fleet 
light trucks, and fleet autos. Additional battery and vehicle types 
will be studied in future work. 

A. Battery Technical Characterization 

Battery research and development programs have many possible areas 

of technical emphasis. Among these are: 

- Specific Energy - Sustained Power 
- Peak Power - Ruggedness 
_ Cost - Maintenance Frequency 
- Cycle Life - Ability to Withstand Environmental 

- Volumetric Energy Stresses 

However, funding limitations prevent an "all-out" assault on each 
of these battery performance factors. Years of research are generally 
required for major advances, and in any case there are interactions 
among these parameters which tend to compromise other factors when one 
is Improved. Clearly, battery goals and research priorities must be 
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carefully selected so that maximum technological improvement can be 
achieved with the relat ively scarce research and development resources 
that are available. Specific energy, peak power, cost, and cycle l i fe 
are generally regarded as being the most c r i t i c a l battery factors, and 
the battery goal derivation method concentrates on these four. In this 
analysis, battery energy, power, and cost are functionally interrelated 
as shown in Fig. 1. 

C= kl + k2P + k3E 

i 
o 
a. 
CD » 
0. 

E- Energy, W-hr 

Fig. 1 Cost — Power — Energy Relationships 

Increasing on-board energy and power are direct ly associated with 
increased battery costs. This relationship i s supported by the work of 
Nelson^ and Symonŝ  who present coefficient values for various battery 
systems. 

Battery cycle l ife is influenced, in many systems, by the fraction 
of capacity removed on any given cycle (depth-of-discharge). However, 
there i s l i t t l e available rl=^, ,-„ A^„..^,U„ ^U,-„ relationship for the 

- . 5 , . 

"•;^'r , ^"y given cycle (depth-of-di 
there IS l i t t l e available data to describe th is r e l . 

l ty ot ry systems under consideration. Seiger^ has summarized 
major! 
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recent information in this area and suggests the use of the following 

relationship for lead-acid, nickel-iron, and nickel-zinc. 

, o(l - DOD) (1) 
L = L e 

where: 

L = Battery life in cycles 

L = Battery life at 100% depth-of-dlscharge 
o 

DOD = Fractional depth-of-discharge 

a = Proportionality constant 

The major feature of this equation is that for positive values of 

a battery cycle life is extended. The fraction of the battery s cycle 

life expended on any given cycle based on the above equation can be 

shown to be: 

f = o(l - DOD) 
L e 

(2) 

The cost-effective goal derivation uses the above form of the relation­

ship. 

B. Mission Definition 

For purposes of this study, we have relied on existing computer 
models for both data and formulation techniques. Specifically, the 
EXXON'' and LLL^ models have provided several key inputs. Also, the work 
of Hamilton^ gives valuable insight into the problems associated with 
defining future vehicle usage patterns. 

Several vehicle parameters must be assumed prior to this analysis. 
For example, a vehicle energy consumption of 0.102 Whr/kg-km has been 
adopted from the EXXON study as being fairly representative of an ad­
vanced electric vehicle. Also, the vehicle power-to-weight ratio (ac­
celeration requirement) was assumed to be 27 W/kg ~ a number defined 
by the standard acceleration required for the SAEJ227aD driving cycle. 
However, these and other vehicle assumptions can be adjusted to suit the 
methodology user's assessment of the future capabilities of vehicles. 
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Sample calculations have been carried out for vehicle ranges cor­
responding to 25, 50, and 75% potential market fractions. However, the 
user can input whatever values he feels are proper. The ranges can be 
specified by use of daily mileage distributions, or single point design 
ranges. In this analysis, the range represents the minimum daily dis­
tance which will fully satisfy the mission requirements. The daily 
mileage trip distribution is an important input for battery systems 
(such as lead-acid) in which cycle life is a strong function of the bat­
tery depth-of-discharge distribution. Figure 2 shows a typical daily 
mileage distribution for the first car of a two car household obtained 
from the 1977 National Personal Transportation Study.^ 
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Fig- 2 First Car Daily Distance Traveled 

Maximum vehicle payload is also specified by the model user prior 
to the analysis. Generally, we have assumed half of the payload on­
board, but this fraction can be varied as the model user desires. 
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C. Vehicle Design 

An important factor which needs to be modeled is the vehicle 
weight. In this work, a variant of the equation prepared by McAlevy 
and Nelson^ is used: 

Wp, (1/2 . Y) (3, 

"T " 1 - a - 3 - 6 

where: 

W = Total vehicle weight 
T 

W = Payload of vehicle 

y = Fraction payload for body 

a = Fraction total weight for power train 

e = Fraction total weight for chassis 

6 = Fraction total weight for storage (battery) 

In a typical electric vehicle design, the values of a, 6, Y, and 
WpL are fairly well known, and one wishes to examine the interaction 
among the weight fraction for storage (6), battery specific energy, bat­
tery specific power, and cost. For most vehicles, values for a, B, and 
Y were selected to conform with the EXXON model. 

D. Vehicle/Battery/Mission Interaction 

Following the lead of McAlevy,^^ the required onboard battery 
specific peak power required to fulfill a given mission is: 

% 
^v W 

s •? 
V £ 

where: 

P = Market defined (model user specified) vehicle power-
^ to-weight ratio (typically 27 W/kg or greater) 

P = Power efficiency, vehicle drive train 
e 

& = Weight fraction onboard battery storage 
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Likewise, the required onboard specific energy required to fulf i l l a 
given mission i s : 

E -R 

Ê ^ "T^E" (5) 
V £ 

where: 

E = Energy consumption per-unit-weight, per-unlt-distance 
^ (typically 0.102 Whr/kg-km or greater) 

R = Market defined (model user specified vehicle range) 

E = Energy efficiency, vehicle drive train 

These equations can be combined* to give a single dimenslonless 
equation which gives great insight into the interaction among vehicle, 
battery, and market factors: 

(6) 

Vehicle Battery 
Efficiency Peak Power 

Ratio to Energy 
(usually Ratio 

1-0.9) 

A specific power to specific energy r a t io for an e lec t r ic vehicle bat­
tery can be derived di rec t ly from th is equation, often without reference 
to a specific vehicle design. For example, with Ev = 0.1 Wh/kgkm, Pv = 
27 W/kg, and P^/E^ = 0.9 a battery peak power/specific ratio of 3.0 is 
required for a range of 100 km. At 200 km vehicle range, this ratio 
drops to 1.5 — an entirely different storage system from the battery 
designer's standpoint. Careful ident i f ica t ion of market requirements is 
needed in order to define goals which appropriately direct electric 
vehicle battery developers' e f for t s . 

By elimination of the common factor, 6 
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III. SAMPLE CALCULATION 

The interesting case of lead-acid batteries used in electric vehi- ^ 
cles targeted for the two-car household has been examined. A daily mile 
age distribution similar to that shown in Fig. 2 was assumed to be typi­
cal for this segment of the market. Based on this distribution, vehicle 
ranges of 80, 100, and 125 km were judged to represent 25, 50, and /3/» 
market usage fractions. An electric vehicle design with specific energy 
consumption of 0.102 Wh/kgkm and a power-to-weight ratio of 27 W/kg was 
specified. The weight fraction of batteries in the vehicle was arbi­
trarily chosen to be 0.3 in this example. 

The battery specification included a and L^ coefficients that are 
appropriate for a battery capable of 800 cycles at 80% depth of dis­
charge (a = 2.0 and Lg = 540). The battery cost equation coefficients 
in this sample calculation were: 

k = $871 k2 = $0.0107/W k3 = $0.0282/kWh (7) 

as suggested by Symons.^^ The battery characteristics (minimum total 
user cost) resulting from this particular set of assumptions are: 

Battery design DOD - 60-80% @ minimum total user costs 

Battery life - 10-12 years (2200-2400 cycles) 

Battery cost - $2200-2400 

Specific energy - 63-72 Wh/kg 

Specific peak power - 112 W/kg 

Total user cost - 10-14 %/km 

(The lower numbers shown are associated with the 80 km vehicle range as­

sumption — the higher number with 125 km.) 

All the characteristics shown are reasonable targets for lead-acid 
batteries in 1985 with the exception of battery specific energy which 
is too high. Examination of the input data indicates that the specific 
energy requirement can be reduced by an increase in battery weight frac­
tion or, in a more informative way, by adjustment of a and L Q in the bat­
tery life equation. If the battery cycle life is made less sensitive to 
depth-of-discharge (DOD) with a and Lo values of 0.5 and 725, respective­
ly (these numbers maintain the 800 cycle life at 80% DOD), then the opti­
mum DOD becomes nearly 100% and the specific energy requirement drops 
to 38-60 Wh/kg — which is more reasonable. This necessary reduction in 
required specific energy results in an increase in operating costs of 
•̂ -Ic/km, however. From this example, it clear that the Individual battery 
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characteristics must be constrained within reasonable limits to avoid 
derivation of impossible battery goals. 

The lead-acid battery goals resulting from this revised analysis 
are given below: 

Maximum DOD - 99% 

Battery life - 10-12 years (2200-2400 cycles) 

Battery cost - $2200-2400 

Specific energy - 38-60 Wh/kg 

Specific peak power - 112 W/kg 

Total user cost - 13-17c/km 

IV. FUTURE WORK 

Present work i s focus ing on de termining t h e s e n s i t i v i t y of t o t a l 
user cost to changes i n the i n d i v i d u a l b a t t e r y and vehic le parameters. 
A research p r i o r i t y ranking can be ob ta ined for each b a t t e r y charac te r ­
i s t i c by mul t ip ly ing t h i s s e n s i t i v i t y f a c t o r by the percent Improvement 
expected to r e s u l t from an i n t e n s i v e r e s e a r c h e f f o r t . An attempt wi l l 
be made to develop an advanced g o a l - s e t t i n g methodology based on t h i s 
s e n s i t i v i t y a n a l y s i s . 
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CHAIRMAN'S SUMMARY OF PANEL DISCUSSION 

SESSION IV 
STORAGE FOR TRANSPORTATION 

Robert F. McAlevy I I I 
Stevens I n s t i t u t e of Technology 

Hoboken, NJ 07030 

The Chairman, Robert McAlevy, opened the Session by posing three re la ted 
ques t ions : "Would d i f f e r e n c e s between the va r ious r e s u l t s and project ions 
presented during t h i s Sess ion (and, in f a c t , during the e n t i r e Conference) 
l i e wi th in the same e r ro r -band i f the u n c e r t a i n t y in the ca lcula ted outputs 
were made to r e f l e c t f a i r l y the u n c e r t a i n t y in knowledge of the assumed in­
puts? S p e c i f i c a l l y , would t h i s be the case for the aluminum-air ba t t e ry 
vehic le , where Lawrence Livermore Na t iona l Laboratory projected a vehicle 
cost of $0.11/mi, and Professor Salkind p ro j ec t ed $0.16/mi? Unless "error 
analyses" are incorpora ted as an i n t e g r a l p a r t of the work, how i s i t pos­
s ible to d i sce rn r e a l d i f f e r e n c e s from apparent d i f fe rences in the subject 
r e s u l t s , p r o j e c t i o n s , e t c . ? (The Chairman noted he did not request a d i r ec t 
answer from members of the panel or the audience but suggested that many 
po ten t ia l ques t ions from the audience might be answered if e r ro r analyses had 
been included in the work p re sen ted a t the confe rence . ) 

Comment from V. Hampel. Lawrence Livermore Nat ional Laboratory: 

The computer genera tes ou tpu t t o n ine s i g n i f i c a n t f i g u r e s . I t i s cor­
rect that t h e i r u n c e r t a i n t y should be i n d i c a t e d . But t h i s information can 
be l i s t ed somehwere e l s e in the r e p o r t and not n e c e s s a r i l y included as an in­
tegral par t of the r epo r t ed r e s u l t s . 

Comment from R. E l l i o t t , Argonne Na t iona l Labora tory : 

I t i s of the g r ea t e s t importance to focus on the input numbers and the i r 
uncer ta in ty and to debate t h e i r va lues in open forums such as t h i s . I t is 
equivalent to "peer review". 

Question for A. Salkind. Salkind A s s o c i a t e s : 

What kind of improvement might come out of us ing d i f f e r en t aluminum 
a l loys? 

Response bv A. Salkind: 

. ^ ' ' o u r i o s s ' o f e n ' > ^ ^ °' ^he d i f f e r e n c e back between 1.6^ and 2 . 8 ' 
(an enormous lo s s of energy), ^^^ ^ ^^^^^^ ^^ reducing the evolut ion of H^. 
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The alloy being used by USA groups was designed for use in a sea water torpe 

bouy, not for EV applications. 

Question for L. O'Connell. Lawrence Livermore National Laboratory: 

In contrast to the vast experience with batteries in a variety of applica­
tions, there appears to be little experience with flywheels for transporta­
tion applications. Where do you get your input values used in projecting tiy 
wheel vehicle technical and economic performance values? 

Response by L. O'Connell: 

Many flywheel developers believe that the figures used in the LLNL fly­

wheel work were too pessimistic! 

Question for R. Elliott, Argonne National Laboratory: 

Did you consider impact of both cars being in use at the same time when 

you modeled the two-car family market for EV's? 

Response by Elliott: 

Yes. The EV takes the shorter range trip. 

Question for R, Elliott, ANL 

If you employed smaller and cheaper batteries and wore them out sooner, 
and, therefore, replaced them sooner, my calculations show that you get a 
lower EV life-cycle cost than for the case of larger, more expensive bat­
teries with a correspondingly greater lifetime. This might result from the 
need to discount the future cost of replacement batteries. 

Response by Elliott: 

As has been said here previously, the results obtained from all such cal­
culations are extremely sensitive to the input values assumed, particularly 
the assumed values of cost coefficients and trip distributions. Our differ­
ences in assumed values could well result in our different outputs. 

Comment by A. Salkind, Salkind Associates: 

The number of useful cycles obtained from a battery is easily as sensi­
tive to the method of charge and charge control as depth of discharge. What 
voltage are you controlling charge at? Are you cutting off at a certain 
specific gravity for a lead-acid battery? Also, it is important to know if 
the battery is allowed to cool down (after discharging to a certain point) 
before charging, so that it is not destroyed by heat buildup. 

Comment by R. Elliott, ANL 

In our calculations, a well-characterized, temperature-corrected charging 

characteristic was assumed. 
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Question for R. E l l i o _ t i j _ ^ -

Did you account for the r e c y c l i n g of b a t t e r i e s in your ca lcu la t ion of EV 
cos t? 

Response by E l l i o t t : 

Yes, in every case , a l though the u n c e r t a i n t y in such values are necessar i ly 
high. 

Comment by K. Hoffman. Math tech 

Results p resented a t t h i s Conference stem from analyses funded by the 
Federal government as an a ide to t h e i r EV commercial izat ion a c t i v i t i e s . Are 
they a l so useful to the p r i v a t e s e c t o r in t h e i r EV commercialization a c t i v ­
i t i e s ? 

Response by L. O'Connell , Lawrence Livermore Laboratory: 

The indus t ry does make use of t r a n s p o r t a t i o n s tud i e s such as were pre­
sented h e r e . 

Coimnent d i r e c t e d to L. O'Connel l : 

Your pro jec ted va lues for H, v e h i c l e s a re more a t t r a c t i v e than those for 
EV's, What i n h i b i t s a push for H- systems over b a t t e r y systems? 

Response by L. O'Connel l : 

The u n a v a i l a b i l i t y of l a r g e H- supply a t economic c o s t s . However, should 
the demand for EV's i nc rea se d r a m a t i c a l l y over the next few years , say as a 
r e su l t of another cu tof f of imported pe t ro leum, i t i s un l ike ly that bat tery 
manufacturers w i l l have the p roduc t ion c a p a c i t y in p lace to meet such strong 
demand. Perhaps t he re i s a r a t e for the Government in insur ing the existance 
of an adequate supply of EV b a t t e r i e s . 

Comment by A. Salk ind, Salkind A s s o c i a t e s : 

Present ly , the l e a d - a c i d b a t t e r y i n d u s t r y i s opera t ing a t only 60% of 
capacity on a o n e - s h i f t b a s i s . P r e s e n t l y , 63 m i l l i o n 12 un i t s are being pro­
duced annual ly. 

Comment by F. Salzano. Brookhaven Nat iona l Labora tory : 

The p re sen t Adminis t ra t ion has i n d i c a t e d a w i l l i n g n e s s to fund longer-
range r e sea r ch p r o j e c t s . Can the ou tpu t of any of the work we heard about 
here be used in the d e f i n i t i o n of long- te rm cost-performance goals for EV 
b a t t e r i e s ? If so , then tha t in format ion should be made ava i l ab le to the 
people who w i l l do the long-range r e s e a r c h in t h i s a r e a , so they wi l l have 
we l l -de f ined objec t ives for t h e i r work. 

Mg£2S5^-^^^^^^-^^^^^^^^-i-^£SSnne Nat iona l Labora to ry : 

„ , f e e l our methodology i^ ^^^^ ^^^^^^ .^ ^^ . ^^ ^^^ y„„ ^^k for, and we 
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will be reporting further results in detail in the near future. 

Comment by A. Salkind, Salkind Associates: 

In analyzing any system in a useful and valid way, it is necessary to 
identify the value judgements made and basis for selecting the values chosen. 
These values must be updated on an ongoing basis as the cost of energy and 
battery components change. 

The chairman summarized by noting that many of the questions raised dealt 
with the choice of values for input parameters used in the various analyses 
presented here. All participants who offered an opinion on the issue agreed 
that the choice is key, since the values used as "input" determine uniquely 
the values of "output" parameters produced. If those making the analyses 
would produce a list of input parameters and the uncertainty assigned to each, 
it would be easier to rationalize differences in the output for such analyses. 



181 

ATTENDEES 

CONTRACTORS' MEETING 
TECHNICAL AND ECONOMIC ANALYSIS 

OFFICE OF ADVANCED CONSERVATION TECHNOLOGIES 

Carl Ahlberg 

Chicago Operations and Regional Office 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

Douglas M, Allen 
USAF, Air Force Wright Aeronautical 

Laboratories 
Energy Conversion Branch 
Wright Patterson AFB, OH 45433 

Joseph G. Asbury 
Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

W. Bradford Ashton 
Battelle Northwest Laboratories 

P. 0. Box 999 
Richland, WA 99352 

Marty Bernard 

Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

L.A. Bihler 
B+A Engineers, Ltd, 
18 South Michigan 
Chicago, IL 60603 

D.E. Bowman 
Johnson Controls 
Globe Battery Division 
5757 North Green Bay Avenue 
Milwaukee, WI 53209 

Dean W, Boyd 
Decision Focus, Inc. 
5 Palo Alto Square 
Palo Alto, CA 94304 

John Broehl 
Battelle Columbus Laboratories 

505 King 
Columbus, OH 43201 

John J. Brogan 

Office of Energy Systems 
Research 

U.S. Department of Energy 
Washington, DC 20585 

Kostas Burba 

Chitago Operations and Regional Of f ice 
9800 South Cass Avenue 
Argonne, IL 60439 

James M, Calm 

Energy and Environmental Systems 
Argonne National Laboratory 
Argonne, IL 60439 

Ali B, Cambel 
Office of Energy Programs 
The George Washington University 

2000 L Street, NW 
Washington, DC 20037 

James F. Campbell 
Energy Conservation and Propulsion 

Technology 
Department of Transportation/UMTA 
400 7th & D Street, SW 
Washington, DC 20590 



182 

Larry D. Carter 
Energy and Economics Programs 

Department 
Hittraan Associates, Inc. 
9190 Red Branch Road 
Columbia, MD 21045 

G.V. Chambers 
Exxon Research and Engineering Company 
P, 0, Box 4255 
Baytown, TX 77520 

Terry D. Claar 
Institute of Gas Technology 
3424 South State Street 
Chicago, IL 60616 

Jack Clifford 
Battelle Columbus Laboratories 

505 King 
Columbus, OH 43201 

John Cooper 
Lawrence Livermore Laboratory 
P. 0. Box 808 
Livermore. CA 94550 

Darwin D. Delans 
New Market and New Product Development 
C&D Batteries 
3043 Walton Road 
Plymouth Meeting, PA 19462 

Charles Demos 
Chicago Operations and Regional Of f ice 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

John DeVries 
Hittman Associates, Inc, 
9190 Red Branch Road 
Columbia, MD 21045 

David Dye 
Commonwealth Edison Company 
P, 0. Box 767 
Chicago, IL 60690 

Theodore R. Eck 

Standard Oil of Indiana 
200 East Randolph 
Chicago, IL 60601 

David J. Edwards 
The Aerospace Corporation 
20030 Century Blvd. 
Germantown, MD 20767 

Ronald Elliott 

Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

H.R. Espig 
Gould, Inc. 
40 Gould Center 
Rolling Meadows, IL 60008 

D. Thomas Ferrell, Jr. 

Exide Management and Technology Company 
P. 0, Box 336 
Yardley, PA 19067 

Nigel P, Fitzpatrick 
Kingston Laboratories 
Alcan International Limited 
Box 8400, Kingston, Ontario 
Canada K7L 4Z4 

Charles W. Fleischmann 
CiD Batteries 
3043 Walton Road 
Plymouth Meeting, PA 19462 

Brian Freeman 
Chicago Operations and Regional Office 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

William Frost 
Chicago Operations and Regional Office 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

Richard Gariboldi 
Chicago Operations and Regional Office 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

William 0. Gentry 
Johnson Controls, Inc. 
507 East Michigan Street 
Milwaukee, WI 53202 



183 

Robert Giese 
Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Viktor E. Hampel 
Lawrence Livermore Laboratory 
P. 0. Box 808 
Livermore, CA 94550 

John L. Hartman 
General Motors Research Laboratories 
Warren, MI 48090 

William Heilman 
Diamond Shamrock Corporation 
P. 0. Box 348 
Painesville, OH 44077 

E. V. Hellmann 
Energy Development Associates 
1100 W. Whitcomb Avenue 
Madison Heights, MI 48071 

Mark Kapner 
Hittman Associates, Inc. 
9190 Red Branch Road 
Columbia, MD 21045 

Richard Kawin 
Lawrence Livermore Laboratory 
P. 0. Box 808 
Livermore, CA 94550 

John Kay 
Owens-Corning Fiberglas 
Technical Center 
Grandville, OH 43023 

Robert J. Kedl 
Oak Ridge National Laboratory 
Oak Ridge, TN 37830 

Karel Klima 
Chicago Operations and Regional Of fice 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

R. W. Henry 
Gould, Inc. 
40 Gould Center 
Rolling Meadows, IL 60008 

Thomas A, Kriz 
Solar Energy Research Institute 
1617 Cole Blvd. 
Golden, CO 80401 

Herb Hersh 

Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Russell B. Hodgdon 
Ionics, Inc. 
65 Grove Street 
Watertown, MA 02172 

Kenneth C. Hoffman 
Mathtech, Inc. 
1611 North Kent Street 
Arlington, VA 22209 

Phil Jones 

Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Arlene Juracek 
Commonwealth Edison Company 
P. 0. Box 767 
Chicago, IL 60690 

Brent Kroetch 
Department of Economics 
University of Chicago 
1126 E. 59th Street 
Chicago, IL 60637 

Dan Kung 
Chicago Operations and Regional Of f ice 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

Arvo Lannus 

Electric Power Research Institute 
3412 Hi11view Avenue 
Palo Alto, CA 95120 

Richard W. Leigh 

Brookhaven National Laboratory 
Building 475 
Upton, NY 11973 



184 

Terry Levinson 
Office of Energy Systems 
Research 

U.S. Department of Energy 
1000 Independence Avenue, SW 
Washington, DC 20585 

Harold G. Lorsch 
Franklin Research Center 
20th and the Parkway 
Philadelphia, PA 19103 

Ron Lutha 
Chicago Operations and Regional Of f ice 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 

Calvin D. MacCracken 
CALMAC Manufacturing Corporation 
P. 0. Box 710 
Englewood, NJ 07631 

Robert L. Mauro 
Electric Power Research Institute 
3412 Hillview Avenue 
Palo Alto, CA 94303 

Daniel P. Maxfield 
Technical ASMT 
U.S. Department of Energy 
CE-13 
Washington, DC 20585 

Robert F. McAlevy III 
Mechanical Engineering Department 
Stevens Institute of Technology 
Hoboken, NJ 07030 

Marjorie L. McClanahan 
Advanced Battery Program Development 
Ford Aerospace and Communications 
Corporation 

Ford Road 
Newport Beach, CA 92660 

A. Mezzina 
Chemical/Hydrogen Energy Systems 
Program 

Brookhaven National Laboratory 
Bldg. 120 
Upton, NY 11973 

Allan I. Michaels 
Argonne National Laboratory 
Bldg. 362 
9700 South Cass Avenue 
Argonne, IL 60439 

G. R. Morgan 
Rocketdyne 
Division of Rockwell International 
6633 Canoga Avenue 
Canoga Park, CA 91304 

Ronald Mueller 
Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Samuel H. Nelson 
Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Peter Noerdlinger 
Building Systems 
Solar Energy Research Institute 
1617 Cole Blvd. 
Golden, CO 80401 

Lawrence O'Connell 
Transportation Research 
Lawrence Livermore Laboratory 
P. 0, Box 808 
Livermore, CA 94550 

Jack F. Park 
Electric and Hybrid Vehicle Project 
Jet Propulsion Laboratory 
4800 Oak Grove Drive 
Pasadena, CA 91109 

Joe Peerson 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Ronald A. Putt 
Gould Laboratories 
40 Gould Center 
Rolling Meadows, IL 60005 



185 

Veronika A. Rabl 
Office of Energy Systems 

Research 
U.S. Department of Energy 
1000 Independence Avenue, 
Washington, DC 20585 

SW 

John R. Raymond 
Battelle Pacific Northwest Laboratory 

P, 0. Box 999 
Richland, WA 99352 

J. R. Rea 
Battery Systems Group 
Duracell International, Inc. 
Third Avenue 
Burlington, MA 01803 

Edwin C. Read 
Exxon Enterprises - AESL 
P. 0. Box 45 
Linden, NJ 07036 

John J. Roberts 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Solomon Rosenzweig 
Chemical Energy Technology Directorate 
The Aerospace Corporation 
20030 Century Blvd. 
Germantown, MD 20767 

Alvin J. Salkind 
Alvin J. Salkind Associates 
51 Adams Drive 
Princeton, NJ 08540 

Frank J. Salzano 

Energy Storage and Conversion Division 
brookhaven National Laboratory 
Bldg. 120 
Upton, NY 11973 

Rich Schassburger 
Chicago Operations and Regional Office 
U.S. Department of Energy 
Argonne, IL 60439 

Harvey N. Seiger 
Harvey N. Seiger Associates 
8 Beacon Hill Drive 
Waterford, CT 06385 

Michael Shapiro 

Office of Energy Systems 
Research 

U.S. Department of Energy 
1000 Independence Avenue, SW 
Washington, DC 20585 

Tony W. Sigmon 
Research Triangle Institute 
P. 0. Box 12194 
Research Triangle Park, NC 27709 

William Spindler 
Electric Power Research Institute 
Box 10412 
Palo Alto, CA 94303 

Leo R. Spogen 
Lawrence Livermore Laboratory 
P. 0. Box 808 
Livermore, CA 94550 

Jarilaos Stravrou 
Energy and Environmental Systems 
Argonne National Laboratory 
9700 South Cass Avenue 
Argonne, IL 60439 

Robert B. Swaroop 
Energy and Environmental Systems 
Argonne National Laboratory 
97Q0 South Cass Avenue 
Argonne, IL 60439 

C. J. Swet 
Consultant 
7040 Woodville Road 
Mt. Airy, NC 21771 

Kenell G. Touryan 
Solar Energy Research Institute 

1617 Cole Blvd. 
Golden, CO 80401 

Stuart Townsend 
Department of Economics 
University of Chicago 
1126 East 59th St. 
Chicago, IL 60637 

Hari Vaidyanathan 
Energy Research Corporation 
3 Great Pasture Road 
Danbury, CT 06810 



186 

C. E. Weinlein 
Globe Battery Division 
Johnson Controls, Inc. 
5757 North Green Bay Avenue 
Milwaukee, WI 53209 

DeMarquis D. Wyatt 
National Research Council 
2101 Constitution Avenue, NW 
Washington, DC 20418 

Francis C. Younger 
William M. Brobeck and Associates 
1235 Tenth Street 
Berkeley, CA 94710 

Mohammad Zahid 
Chicago Operations and Regional Office 
U.S. Department of Energy 
9800 South Cass Avenue 
Argonne, IL 60439 



Externa l 

187 

D i s t r i b u t i o n for ANL/EES-TM-151 

I n t e r n a l 

T.G. 
J.G. 
R.R. 
R.C. 
A.R. 
R.F. 

Alston 
Asbury 
Cirillo 
Elliott 
Evans 
Giese 

W. Harrison 

H, 
A, 
R, 
P. 
S, 
V, 

.N. 

.B. 

.0. 

.A. 

.H. 

.A. 

Hersh 
Krisciunas 
Mueller 
Nelson 
Nelson 
Rabl 

J.J. Roberts 
N.F. Sather 
R.B. Swaroop 
M.W. Tisue 
R. Torres 
W.J. Walsh 

Copies are being distributed to conference attendees. A limited number 
of copies are available from Rose Torres (Building 12, Argonne National Labora­
tory, Argonne, IL 60439). 




